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ABSTRACT
Knowledge management (KM) has matured to the point that many 
organisations either believe they have such practices in place or at 
least understand they are relevant to the knowledge work commonly 
undertaken in many industries. What is lacking from the literature, 
however, is a solid foundation for the philosophies underpinning 
KM and particularly for how tacit knowledge informs the KM space. 
Research over decades shows tacit knowledge underpins all other 
forms of knowledge, enabling the interpretation and judicious 
application of knowledge, leading (at its highest levels) to the 
concept of wisdom. As an academic discipline, artificial intelligence 
(AI) was established before KM, has been grounded in the computing 
discipline for many decades, and is applied broadly in many domains. 
This paper explores how AI can inform the KM debate. Rather than 
simply provide examples of AI success stories as applied to KM in 
practice, it explores the theoretical and practical limitations of AI and 
KM in unison, providing at the same time a strong epistemological 
understanding of both disciplines as a means of furthering the 
knowledge debate, with particular emphasis on the role of tacit 
knowledge within this jurisdiction.

Introduction

The possibility of developing artificial intelligence (AI) to the point of matching its capa-
bilities to the human mind is a work in progress (e.g. Morrison, 1984; Pratt, 1987; Bryant, 
1988). There is open debate on the feasibility of achieving such a goal. Ridley Scott’s film, 
Prometheus (2012),1 illustrates the controversy clearly. Set in 2093, spaceship Prometheus 
carries David, a very advanced robot capable of performing physical and mental tasks faster 
and better than any human being. Nevertheless, it lacks the fundamental characteristics of 
an ordinary human being. David is incapable of having feelings. The differences between 
David and the human crew are immediately apparent. David’s will and intentions appear 
to be fuelled by external stimuli only (it does not engage in politics or power games), from 
which it acquires new information. Because David is incapable of synthesising this into 
knowledge to any depth, David lacks the wisdom of how to apply information. David is 
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unable to perform creative activities encompassing tacit innate forms of self-awareness and 
deep knowledge of society.

Concurrently, there has been significant discussion concerning the viability of codifying 
tacit knowledge and the role of technology in KM. On the one hand, there are strong crit-
icisms of the artificial separation between tacit and explicit knowledge and the possibility 
of converting tacit into explicit knowledge (e.g. Nonaka and Takeuchi, 1995). Explicit and 
tacit knowledge blend so that it is not possible to use one without the other (Ray and Clegg, 
2007; Cohendet, 2014). Additionally, tacit knowledge per se is not exclusively articulable or 
in-articulable (truly tacit), but lies along a continuum with street smarts and workplace skills 
being articulable, and sense-making, meaning, wisdom, emotions and feelings being in-ar-
ticulable (Busch, 2008). Venters and Fernley (2009) note the disagreement in the literature 
over the role of technology, either to codify knowledge or to help in human collaboration 
(e.g. Hansen et al., 1999; Alavi and Tiwana, 2003). Yet, there is still the question of how 
‘smart’ technologies might close the gap between codification and collaboration. This point 
is directly connected to the tacit knowledge debate; that is, the drive toward codification and 
commodification of knowledge implicitly embedded in the development of new smart tech-
nologies yet neglecting the knowledge-related limitations of this endeavour (Roberts, 2001).

This paper extends the above debate. Its aim is to explore how KM can benefit from the 
AI experience and how KM can help to address some of the limitations of AI, considering 
the (ontological, epistemological, and practical) restrictions associated with tacit forms of 
knowledge. We argue that the strengths and limitations of AI and KM are closely related 
to the nature of knowledge – the idea of wisdom, the way the concept of mechanism is 
applied – and to power-related issues. We conceptualise AI as a branch of computing that 
endeavours to construct devices analogous to biological agents so as to understand their 
essence and capture their aptitude (Russell and Norvig, 2009; Poole and Mackworth, 2010). 
KM is approached as a method used by organisations to manage (i.e. gather, diffuse, exploit 
and create) codified and – where possible – tacit knowledge assets, to their competitive 
advantage (Davenport and Prusak, 1998; Hansen, 1999; Ng and Li, 2003; Rowley, 2003; 
Busch, 2008). AI is used as a case study in this instance as its developers and users make 
overreaching assumptions about its goals, roles, and processes, as well as about the nature 
of human beings. 

We posit that AI and KM are closely related to the nature of knowledge (see Figure 1).  
While recognising knowledge is simultaneously tacit and explicit (Polanyi, 1983), the 
knowledge domain can be represented as a continuum including three instances of slightly 
overlapping tacit knowledge; that is, collective tacit knowledge (CTK), located in society 
and acquired within the social milieu; relational tacit knowledge (RTK), stemming from 
contingencies related to human interaction; and somatic tacit knowledge (STK), embodied 
within the self and manifesting through forms of physical energy coupled with tacit knowl-
edge, and explicit knowledge (EK) that can be codified (Collins, 2010).

Current techno-centric approaches rooted in the AI community limit the AI/KM part-
nership as they rely on the ambitious assumption that all tasks can eventually be algorith-
mically performed through codified explicit and tacit knowledge forms. Most successful 
AI developments have evolved at the top-right end and middle of Figure 1, while AI tech-
nologies successfully dealing with collective forms of tacit knowledge are non-existent or 
are several levels of abstraction above direct engagement. We posit that current develop-
mental trends in AI move in directions showing little promise of furthering the concept 
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of KM as it stands, and that at present we are gaining only incremental improvements in 
what are really sophisticated forms of information management, at least for the foreseeable 
future. Very recent examples of AI research (e.g. Vo et al., 2016; Hidayati et al., 2016; Lee 

Figure 1. Knowledge types versus AI development.
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et al., 2016) reinforce this point in that current AI is still focused on automating what is 
largely verbally articulated decision-making. We know that machines possessing limited 
behaviouristic sense as they react to stimuli are able to deal with some forms of STK. Other 
machines, such as the semantic web assigning meaning to relationships among objects (e.g. 
the ‘knowledge vault’ (Dong et al., 2014)), are able to articulate some types of RTK since each 
of these relationships potentially holds different meanings for each observer. Yet, despite 
our best efforts, more sophisticated computer models of biological agents are obtained by 
following a reductionist process that fails altogether to capture the essence of cognition, 
and how to apply it wisely, as wisdom is also an inherently human characteristic that can 
be only socially learned and thus cannot be explained/codified. Ultimately, what cannot 
be understood cannot be, at the very least, modelled (Pinker, 1997, 2005). Furthermore, 
because of the predominantly social nature of tacit knowledge, power relations permeate 
its mobilisation during AI/KM developments.

Ontological and epistemological paradigms

Placing AI and the self in an ontological frame from which we may draw inferences on 
their ‘adopted’ epistemologies appears a good place to start. Without overcomplicating 
the issue, drawing inferences on how an entity interacts with the environment over time 
allows us to gradually build more epistemologically accurate models. This process should 
answer questions about:

(1)  the entity’s view of reality;
(2)  the relationship between the knower and the known;
(3)  what the process of knowing is; and
(4)  how such knowing is passed on. (Vasilachis de Gialdino, 2009)

Let us first consider the AI entity’s view of reality (1). AI needs a pre-established well-de-
fined context in which to function purposefully/meaningfully. Ask and Reza (2016) exam-
ine a number of computational models of neuroscience; though some are complex they 
nevertheless operate in pre-determined domains. They are placed in a definable objective 
reality and react towards it in a predictable fashion. Expert recommender systems provide 
one case in point where ‘directories of employee expertise’ are made available to staff in the 
wider organisation (Lee et al., 2016) (see EK – Figure 1). In terms of AI’s awareness of its 
own knowledge, we imply an artificial agent’s meta-knowledge structure (2). AI’s awareness 
of its own knowledge needs to be codified in some manner so it knows how to handle or 
control inferencing procedures, and what to do with the outputs of these inferences. The 
idea is old, but still holds: for an AI to function, it has to know how to use and apply its 
knowledge base (rule-based, algorithmic, stochastic). Since this is codified in some form, it is 
predetermined at some level, even though it may be adaptive. In AI, the process of knowing 
relies on algorithmic-based inferences (3). Even if these are adaptive, they are quite limited 
in scope. They have to be as computers have no intrinsic value systems (or extremely limited 
ones) on which to base the use of outputs pertaining to unknown or unexpected stimuli. 
Thus, AI’s ability is limited in terms of its acquired knowledge by the algorithmic scope. 
AI’s ‘knowledge’ is passed on as information to either an artificial or a biological agent, or 
both (4). If it is passed onto another AI, then (3) can be reiterated.
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In summary, artificial agents operate in what is referred to as an ‘objective reality’ where, 
at least in principle, its every aspect should be verifiable. If this were not the case, we would 
not be able to model an artificial agent’s behaviour. Indeed, there are schools of thought 
which propose that, since knowledge is part of the natural world, it is reproducible or can 
be modelled, that it is an observable physiological phenomenon not requiring many of 
the ‘things we associate most deeply with being human’, such as self-reflection. All that is 
needed is a ‘single integrated agent with a large repertoire of states’ (Koch, 2004). While 
acknowledging the unfeasibility of cognitive awareness in computers, and recognizing, 
for example, methodological disagreements between rule-based and neural computational 
models, some commentators (e.g. Aleksander, 2004; Pinker, 2005) are open to the possibility 
of having cognitively-aware machines in the future. Tallis and Aleksander (2008) argue that 
the language of cognitive sciences is usually misused in discussing cognitive computational 
modelling. Specifically, ‘information’ has been freely used to describe both human and 
computer-based activities, implying that they perform similar activities in similar ways. In 
order to clarify this issue, epistemologies associated with ontological realism, relativism, and 
critical realism are discussed in this paper. It argues that knowledge has different meanings 
and roles depending on the perspective taken.

Approaches to knowledge can be categorised as objectivist, interpretive, and prac-
tice-based. The objectivist approach conceptualises knowledge as an objective entity that 
can be defined, measured, articulated, codified, stored and transferred (Davenport and 
Prusak, 1998). Not surprisingly this approach is widely applied in both the IT (e.g. Alavi 
and Tiwana, 2003) and resource-based views of the firm (e.g. Zollo and Winter, 2002). 
While recognising the tacit dimension of knowledge, this view neglects the tacit compo-
nent, focusing on the development of IT-based repositories (Argote and Ingram, 2000) or 
organisational memory systems to ‘manage’ knowledge (Olivera, 2000). The approach has 
been criticised because it neglects the tacit dimension of knowledge (Gallupe, 2001), over-
looks the impossibility of measuring ‘intellectual capital’ (Bontis, 2001), equates knowledge 
with information, and continues to use misplaced epistemological assumptions about the 
nature of knowledge (Currie and Kerrin, 2004). The approach adheres to what Hirschheim 
et al. (1996) see as ‘control oriented researchers’, regarding cognitive computational models 
as information-based in which symbols can be formalised and social systems are seen as 
mechanistic.

Conversely, the interpretive approach stresses the interpretation of meaning within 
a specific context, focusing on tacit and intangible aspects of knowledge. This strand of 
research argues that tacit knowledge is personal, relational, socially constructed, situated 
and emergent (Polanyi, 1983; Orlikowski, 2002; Tsoukas, 2005), recognising that uncertainty, 
diverse interpretations and ambiguity are inevitable. Furthermore, tacit knowledge is not 
only composed of both intellect and intuition (Styhre, 2004), but also has different degrees 
of tacitness (Ambrosini and Bowman, 2001). The interpretive school believes knowledge 
can be codified to different extents, but it is very difficult, perhaps impossible, to codify tacit 
knowledge completely. This means there are different forms of tacit knowledge (Collins, 
2010). While some forms are difficult but feasible to codify, such as the articulable tacit 
knowledge mentioned above (Sternberg et al., 2000; Busch, 2008), other forms, such as 
in-articulable tacit knowledge, cannot be codified because of its intuitive, sensorial, emo-
tional, sense-making and situational features (Anderson, 1983; Weick, 1995; Busch, 2008) 
for ‘much of it is not introspectable or verbally articulable (relevant examples of the latter 
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would include our tacit knowledge of grammatical or logical rules, or even of most social 
conventions)’ (Pylyshyn, 1981, p.603). In the latter case, tacit knowledge can be demon-
strated in actions of practice and doing (Tsoukas, 2005), a crucial point that takes us to the 
third approach of knowledge.

The practice-based approach (Gherardi, 2012), rather than seeing knowledge solely in 
people’s minds, considers knowledge as embedded in practice. From this perspective, the 
most important feature of knowledge is the idea that it is embodied, since behaviour or 
human motor activity is deployed in order to perform a specific action (Collins and Kusch, 
1998). Still, individuals might be unable to explain what they are consciously doing, or they 
might be unconsciously unaware of something they know (Collins, 1990). Knowledge is also 
seen as relational since it is mediated by artefacts that might have diverse logics of action and 
history (Gherardi, 2012; Guzman, 2013). Because knowledge focuses on ongoing actions 
deployed in a specific context and time, it is emergent and situated (Tsoukas, 2005). This is 
why individuals sometimes need to break rules in order to adapt performing actions to local 
conditions of operation (Collins and Kusch, 1998). As with the interpretive perspective, 
knowledge in this approach is also personal since it considers feelings, intuition and social 
identity (Handley et al., 2006). Because practice can be planned or unplanned, habitual or 
frequent, causal or unexpected (Collins and Kusch, 1998; Spender, 2005; Schatzki, 2001), it 
can be ‘learned’ only during action (Raelin, 2008). The above means that interpretive and 
practice-based approaches help in appreciating the limitations of state-of-the-art AI and, 
by extension, KM since there is recognition of the complex and multifaceted nature of tacit 
knowledge, which is the focus of the next section.

Three forms of tacit knowledge and implications for the KM function

Some forms of tacit knowledge are feasible to codify, and others are not. Relational and 
somatic tacit knowledge can be codified and mechanized to some extent. Collective tacit 
knowledge can be neither codified nor mechanized (Collins, 2010). This introduces signif-
icant implications for the KM discourse.

Relational (or weak) tacit knowledge, despite its potential for explication, is deliberately or 
non-deliberately kept hidden. RTK is tacit because of the myriad contingencies of human 
relations rather than because of the intrinsic nature of knowledge or the location of knowledge 
(Richards et al., 2007). RTK is kept hidden because of the way societies are organized – via 
secrets, logistical (space and time) constraints, power and politics. Trade secrets – not telling 
your boss in advance you plan to leave the company, or not asking for a pay rise when the 
boss seems unfriendly – all constitute examples of RTK. RTK can be made explicit only if 
everybody agrees not to hide their knowledge and if all logistical contingencies are eliminated 
(Collins, 2010, pp.91–8).

Somatic tacit knowledge is tacit because of our inability to explain rationally how our intellect 
is able to direct certain complex physical movements even though they can be extrapolated. 
Polanyi’s (1958) example of bicycle riding is a good illustration of somatic tacit knowledge. 
Somatic tacit knowledge can therefore be codified and automated if human action can be 
imitated. Currently it is possible to explain procedures of most human actions, such as riding 
bicycles, dancing, playing musical instruments and playing chess.

Collective tacit knowledge is located in society and can be learned only when it is embedded in a 
social milieu. Dancing in a social setting, speaking a natural language, and riding a bicycle while 
negotiating traffic on a busy street are examples of CTK. This is a unique human characteristic 
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constituting the ‘ability to absorb ways of going on from the surrounding society without being 
able to articulate rules in detail’ (Collins, 2010, p.125). The human body plays a crucial role 
in making sense of the world. Humans learn common sense (i.e. combinations of STK, RTK, 
and CTK) for, through and by their senses/bodies (Dreyfus, 2009). Thus, because the social 
milieu cannot be reduced to a set of rules, and only humans have the capacity to learn CTK, 
it is not possible to codify and automate CTK.

Some, but not all, relational tacit knowledge can be explicated and therefore automated 
using, for example, expert systems and/or neural networks to extract corporate social 
responsibility values from company documents and match these values to the financial 
outcomes of a company. Somatic tacit knowledge can also be explicated and mecha-
nized using neural networks (Hidayati et al., 2016) and robotics through, for example, 
conversational agents who provide interactive advice to patients on a range of issues, 
such as dealing with drug dependency, phobias, bed-wetting etc.; or mechanistically, 
as seen with bicycling robots. Collective tacit knowledge, however, cannot be codified, 
modelled, or mechanized. Machines cannot socialise or be meaningfully embedded in a 
social milieu since humans and machines are different in kind and materially. Society is 
part of self and rules are articulated by humans in controlling positions. Rules require 
a certain degree of acceptance by those not in such positions. Power relations represent 
yet again a form of tacit understanding; this means that AI can support the objectivist 
perspective of KM in terms of facilitating the circulation of relational tacit knowledge 
and the performance of some forms of somatic tacit knowledge. However, AI is unable 
to support KM in terms of enabling the circulation of collective tacit knowledge. All AI 
can do in practice is store articulated rules and apply these to increasingly complicated 
situations. To deal with collective forms of tacit knowledge, the subjectivist approach of 
KM uses social mechanisms, such as communities of practice (CoP), social networks 
and action learning (Wenger et al., 2002; Raelin, 2008).

The crux of the epistemology imbroglio, therefore, seems to reside in the multiple inter-
pretations of the roles and limitations of different forms of knowledge combined with users’ 
pluralistic goals and intentions. The point is that knowledge is neither explicit nor tacit, but 
both (Polanyi, 1983). Thus, from an ontological perspective, it is not possible, at this stage 
at least, to argue for the existence of cognitive computational models. The interchangeable 
use of knowledge and information by some in the IT and operations research communities, 
as well as the impossibility of AI coping with collective forms of tacit knowledge, cannot 
be attributed solely to misunderstandings of the nature of knowledge. Higher order phil-
osophical reasons, including concepts of wisdom, mechanisms, and power relations, help 
to explain the belief as well as the impossibility (for the time being at least) of developing 
AI capable of cognitive awareness in the biological agent sense. Power relations help to 
explain the strengths and limitations of KM when dealing with tacit forms of knowledge.

Independent action: cognition, cognitive computational models, and 
wisdom

Codification of the essential ingredients needed to model CTK (that is, how human cog-
nition works) has so far proved elusive.
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Human cognition

Natural objects are assumed to exist. The human person may find intelligible the essen-
tial nature of the object by a process of abstracting (non-exhaustively, of course), from 
appearances (cf. Kretzmann and Stump, 1993, p.142). This essential nature contains those 
features involved in a definition that cannot be changed without giving rise to a different 
kind of object. The result of this abstraction is the concept or idea, which is separate from, 
but finds expression in, words or speech. The possession of ideas is proposed as a prereq-
uisite for intelligence, and is what is meant by ‘knowing’. Reasoning is then the process of 
drawing conclusions from propositions whose meaning is understood, because the idea 
corresponding to each word is possessed, and the context in which the idea is developed 
and applied is mostly known. This means the very nature of human cognition is tacit. Such 
thinking also ties in with the tacit knowledge literature, where all human understanding 
has, as its basis, combinations of relational, somatic, and collective tacit knowledge (Busch, 
2008). Human cognition can make abstractions and reflections in order to develop ideas. 
AI so far lacks this ability.

Cognitive awareness

Cognitive awareness (Meek and Jeste, 2009) is central to the human self. This elusive con-
cept has been described as the subjective character of experience (Nagel, 1974). It includes 
the sum total of all knowing in terms of ideas possessed (particularly in the context of 
the experience of knowing that one knows), including feelings and emotions. To develop 
appropriate computational models that reflect this, there must be a reduction from multi-
ple viewpoints to a single viewpoint and some aspects must be left aside. However, there is 
only a single point of view in cognition, the subjective character of the experience (what it 
is like for a bat to be, rather than to behave as a bat, to use Nagel’s analogy), so any sort of 
reduction is impossible. The phenomenological features of experience cannot be excluded 
in a reduction (as is usually the case in deriving models) because that is all there is to expe-
rience. An analysis in terms of functional and intentional states is not possible. Machines 
have these, but since they are not cognitively aware, they do not experience states or events.

Ultimately, we argue that it is not possible to produce a physical theory of the mind (to 
be distinguished from physical processes in the brain).

If the facts of experience, facts about what it is like for the experiencing organism are accessible 
from only one point of view, then it is a mystery how the true character of experience could 
be revealed in the physical operation of the organism (Nagel, 1974, p.385).

It follows that it cannot be possible, by using cognitive computational models, to produce 
or even emulate intelligent human behaviour, and so produce a fully functioning ‘human’ 
cognitive system. That which cannot be modelled, cannot be symbolically represented in 
a computer program.

AI-based artefacts are unable to deal with this form of knowledge because of its intrin-
sically tacit and practice-based nature. The limitations of cognitive computational models, 
therefore, do not seem to reside in the processing capacity of IT or in the many software 
development shortcomings. The root of the limitations resides in the mistaken idea of sys-
tems developers in attempting to perform with computers tasks that entail the utilisation 
of self-awareness, wisdom, and human cognition – tasks performed by humans only.
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To explore further the limits of AI’s contribution to KM, we debate the essence of human 
wisdom, a key form of CTK. Meek and Jeste (2009, p.355) propose six distinct components 
to wisdom, namely:

•  prosocial attitudes and behaviours (rising above self-interest);
•  social decision-making/pragmatic knowledge of life (dealing effectively with constant 

complex social situations);
•  emotional homeostasis (effective control and cognitive processes);
•  reflection/self-understanding (prerequisites for insight);
•  value relativism/tolerance (tolerance of value systems);
•  acknowledgement of, and dealing effectively with, uncertainty and ambiguity.

Using neuro-imaging, they find a complex interaction among parts of the brain involved 
across, and in, each of these characteristics when measured. Aside from evidence involving 
genetic predisposition and particular cross-sections of neurotransmitters, these forms of 
behaviour were found at times to be tied to reward neuro-circuitries. Their work clearly 
shows the limitations in our understanding of the human cognitive system. We simply do 
not know how cognition comes about and what cannot be understood cannot be modelled 
(Pinker, 1997, p.2005). Despite our best efforts, the most sophisticated computer models 
of biological agents remain mere models obtained using a reductionist process that fails 
altogether to capture the essence of cognition because the dynamics of cognition remain a 
mystery. This also means that wisdom, an idea closely associated with concepts of human 
cognition and cognitive awareness, cannot be modelled/automated, since it is an inherently 
human, socially acquired characteristic that cannot be explained or codified. This indicates 
that objectivist views of knowledge not only ignore wisdom, but also overlook the impos-
sibility of codifying, storing, transferring or applying this type of knowledge. However, the 
idea of reward neuro-circuitries cannot be dismissed as it constitutes a connection between 
the physiology of the brain and the power relations that emerge in the social milieu.

Concepts of human wisdom/cognition/self-awareness are useful to explain potential roles 
applied to humans and technological artefacts. While AI-based artefacts are developed to 
perform highly routine tasks (e.g. expert recommender systems, natural language process-
ing, etc.) in stable and controlled environments, cognitive awareness might be applied to 
generate new ideas and reflections by applying wisdom, meaning the roles are complemen-
tary rather than competing. The problem emerges when technology developers attempt to 
develop computer models (mechanisms) in order to substitute skilled, creative, reflective 
human action in AI-based artefacts. Unfortunately, these beliefs have gone a long way to 
elevate these mechanisms, based on a materialistic ideology, to a metaphysics.

Mechanisms: limitations and implications for the AI/KM debate

In order to understand the elevation of the mechanism to a metaphysics, it is necessary to 
start with the origins of science. The core of modern science originated in the sixteenth 
and seventeenth centuries. Bacon (1561–1626) proposes the scientific method, Hobbes 
(1588–1679) publishes Leviathan and becomes one of the founding fathers of material-
ism, Galileo (1564–1632) explains natural phenomena (using efficient causes and matter 
in motion), Descartes (1594–1650) employs the method of mathematics (requiring clear 
and simple ideas as axioms), and Newton (1632–1704) provides a comprehensive system 
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of mechanics based on mathematical laws governing the behaviour of conceptual models 
(particles with mass concentrated at a point).

Newton discovered that movements of natural bodies approximated those predicted by 
these mathematical laws and mechanistic models, making them intelligible, discoverable and 
useful for prediction. In such a modelling process, complex natural bodies are considered to 
be in a process of reduction from a single viewpoint: the quantitative or mathematical. The 
natural physical body (what is the case), which cannot be fully comprehended in its multi-
dimensional richness, is reduced to the relatively familiar and comprehensible point-object 
particle in motion (what seems to be the case). The driving force of mechanism, with its 
accompanying use of efficient causality, eventually led to the spectacular success enjoyed 
by the Industrial Revolution.

In his foundational search for the same absolute clarity and definiteness in the physi-
cal world as was found in mathematics, Descartes gained an apparently certain basis for 
knowledge from the existence of his mind (Watling, 1985). Distinguishing his mind or 
thinking self from his body, he placed the essence of bodies in their extension (composed of 
integral parts) with local motion as the only motion considered. This mind–body problem 
became a mind–matter problem when, as explained earlier, abstract models were assumed 
to be existing physical entities, a process suited to the rationalist thinking of Descartes as it 
provided clear and simple ideas upon which a system of knowledge could be built. It was 
then an easy step for Hobbes to deny mind as a separate substance, and to make mind and 
matter equivalent. Mind, then, considered to be fully explicable in terms of mathematical 
models, takes on physical attributes and is explained in terms of particles and motion.

Hobbes equated quantitative models with the whole of reality, ignoring the reductive 
process involved in their origin, and so created a metaphysics of mechanism (Flew, 1985). 
To identify models (e.g. Newtonian particles) with natural bodies, or to regard them as 
equivalent, is to commit a category mistake of a type identified by Wittgenstein (1889–1951) 
(Dreyfus et al., 2000). Although they can appear in sentences of the same logical form, nat-
ural bodies and mathematical models do not enjoy the same form of existence. Mechanism, 
therefore, becomes a metaphysics when it is assumed all phenomena, including natural 
bodies, are adequately explained by intrinsically immutable quantity and local motion – the 
basic characteristics of machines. Upon such metaphysics, Hobbes developed an episte-
mology as well as natural, moral and civil philosophies that continue to influence thinking 
to this day. Thus, mechanism has become the common-sense method of understanding all 
physical phenomena, including human systems, such as politics, economics, and organiza-
tions. This objectified view of the world is ideal for the application of deterministic models, 
easily applicable (once defined) through various means of automata (automatons).

Practical limitations of AI and implications for KM

Building on the above conception of the human, the second argument details the applica-
tion of the idea of mechanism to AI, and therefore the implications for KM. Contemporary 
attempts to construct AI ‘maintain that suitably programmed computers can literally be said 
to engage in processes of thought and reasoning’ (Lowe, 2000, p.193), thus emulating high-
level functions of the rational human person. In AI, rather than mathematical models of 
mechanics, the primary data are formal symbols embodied in an electronic memory device. 
Physical laws are replaced by syntax of coded logical rules manipulating formal symbols 
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with the power of a processing unit, according to procedures built into these rules, in order 
to simulate or model computational processes of the human mind. In this understanding 
of AI (termed weak AI by Searle, 1990), the objectives include both development of more 
powerful mind-simulation programs and an improved understanding of the workings of 
the human mind.

The reductionist process of mechanism, again making a category mistake and identify-
ing the model (here symbols and the processing unit) with the natural body (mind of the 
human person), leads to the claim (termed strong AI by Searle, 1990) that it will eventually 
be possible to create a mind, equivalent to a human mind, simply by designing a sufficiently 
complex computer program with the right inputs, logical procedures, and outputs. Further, 
the philosophy of logical mechanism holds as a central thesis that a finite deterministic 
automaton can perform all human functions (Burks, 1990, p.409).

In summary, the ultimate goal of AI currently appears unreachable as computers lack 
not only the self-awareness and reflection characteristic of human intelligence, but also 
those properties acquired by humans through being embedded in a social milieu, such as 
double-loop learning (Argyris and Schön, 1978). Computers are unable to reflect on their 
own performance, to know that it knows, as a human person can. Computers can never step 
outside the code, reflect on the code, and contribute their own observations. All choices 
are determined by the driving code, even if this code includes the generation of data from 
a probability distribution, as in Monte Carlo simulations. Instruction manuals explain how 
to operate computer systems, but answers to such questions as how, when, why and for 
what purpose various systems should be used cannot be addressed without looking at a 
dimension that permeates all human activity: power relations.

Artificial intelligence, knowledge management, and power relations

The strengths and weaknesses of AI and KM cannot solely be credited to the nature of 
knowledge and to ideas of wisdom and mechanisms. Power relations are crucial to under-
stand the AI/KM relationship because, during AI and KM utilisation, people continuously 
negotiate identities, rules, and destinies for supporting projects of either dominance or 
resistance (Courpasson et al., 2012). In situations where tacit knowledge prevails, soft KM 
issues become relevant as they affect AI/KM utilization (bottom-left end of Figure 1). In 
this case, a power/political perspective helps to understand the workings of soft KM mech-
anisms dealing with diverse forms of tacit knowledge (Stacey, 2007). Soft KM issues relate 
to such parameters as status, commitment, recognition, idealistic attitudes, and underlying 
assumptions about the role of AI/KM emerging during social interaction (Guzman and 
Wilson, 2005; Busch et al., 2008). Soft KM mechanisms are people-based and technolo-
gy-supported. We focus on four representative mechanisms, namely organisational memory 
systems (such as intranets and electronic boards); people-based memory systems (such as 
social networks, F2F and online) and knowledge centres; CoP; and action-learning (Olivera, 
2000; Wenger et al., 2002; Raelin, 2008).

Organisational memory systems are technology and people-based means by which 
organisations collect, store, and provide access to their experiential explicit knowledge, 
knowledge that can be communicated verbally or via documents (Olivera, 2000). CoPs are 
formal or informal self-organised groups in which hierarchical relations are unimportant 
and in which members are mutually engaged, and share a repertoire of routines, concepts, 
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tools and language, and goals – usually related to learning/mastering a practice (Wenger 
et al., 2002). Despite their limitations, CoPs appear suitable for mobilising tacit forms of 
knowledge (Roberts, 2006). Finally, action-learning involves learning to become a practi-
tioner from the experience of participating in the solution of real-world problems, including 
learning with others by working on, and then reflecting on, actual actions occurring in real 
work settings. Individuals accumulate experience by devising workable solutions in messy, 
interdependent and dynamic situations (Raelin, 2008).

Building on Casey and Olivera (2011) and Roberts (2006), we posit that the extent to 
which AI/KM works is related to the prevailing type of knowledge required, the KM mech-
anism used, and to how power-related mechanisms are applied and to what end. Briefly, 
the literature has discriminated power relations into episodic and systemic (Fleming and 
Spicer, 2014). Episodic power refers to a set of discrete actions performed by self-interested 
actors. Conversely, systemic power works through established routines, rules, ideologies, 
and traditions that favour particular groups. While the episodic dimension of power, using 
coercion and manipulation, is related to explicit knowledge, systemic forms of power (dom-
ination and subjectification) are related to tacit forms of knowledge.

In situations with stable contexts and shared organisational goals performing repetitive 
tasks, explicit knowledge is utterly relevant (Stacey, 2007). We posit that KM mechanisms 
dealing with EK, such as intranets, electronic boards, blogs and wikis, work efficiently in 
this situation as they are supported by power-related mechanisms, such as formal authority, 
access to resources and (mostly) normative mechanisms (see row 1 in Table 1). The use of 
IT-based KM mechanisms allows not only access to knowledge, but also the emergence of 
risks associated with individuals creating counter-knowledge – the creation and diffusion of 
incorrect interpretations of events/facts, unsupported explanations and false beliefs, com-
promising security and privacy (Soto-Acosta and Cegarra-Navarro, 2016). This is possible 
because during knowledge collection, storage, and distribution there are people who might 
gain or lose as information can be circulated unequally and selectively, yielding status, 
legitimacy, and privilege to some groups, but not others (Wexler, 2002; Busch et al., 2008).

Conversely, in open-ended situations where issues are unclear, preferences are volatile 
and rational arguments lacking (e.g. unstable context and/or unshared organisational goals), 
diverse forms of tacit knowledge are likely to be crucial for AI/KM (Stacey, 2007). Because 
tacit knowledge is subjective, relational, situated, emergent, and open to interpretation 

Table 1. relationships among knowledge types, soft Km mechanisms, and power mechanisms

Types of knowl-
edge

Knowledge 
creation

Knowledge 
acquisition

Knowledge 
diffusion

Knowledge 
application

Power mecha-
nisms

1. explicit Knowl-
edge

  Intranets Intranets Intranets Formal authority
electronic boards, 

blogs, wikis 
electronic 

boards, blogs, 
wikis

electronic 
boards, blogs, 

wikis

Access to 
resources

Normative
2. tacit knowledge
•  stK social networks social networks social networks social networks

Normative
•  rtK Knowledge 

centre
Knowledge 

centre
Knowledge 

centre
Knowledge 

centre
social skills 

(agenda setting, 
rule interpreta-

tion)
•  CtK CoP CoP CoP CoP Ideology & sym-

bol manipulation
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(Tsoukas, 2005), episodic political processes (negotiation and the building of political coali-
tions) together with systemic power mechanisms, such as normative and ideologically driven 
control mechanisms based on conformity, are highly related to how soft KM mechanisms 
are used. Knowledge and power, therefore, are tightly tangled (Clegg et al., 2006). Power 
helps to realise (or block) benefits (or risks) of AI/KM, and adequately dealing with power 
issues in KM processes involves mobilising RTK, STK, and CTK. Therefore, in open-ended 
situations, people-based soft KM mechanisms seem to be more relevant than IT-based 
organisational memory systems. Action-learning, CoPs, as well as (F2F and online) social 
networks and knowledge centres are common soft KM mechanisms. Row 2 in Table 1 
illustrates these situations.

The mobilisation of tacit forms of knowledge necessarily involves the use of power 
mechanisms. For example, situations dealing with STK call for the use of action-learning 
mechanisms (e.g. learning by doing) that demand trust and collaboration. In turn, trust and 
collaboration inside organisations are usually built through ideological framing and use of 
political language to provide meaning to specific events (Edelman, 1985). Tenure and the 
ability to gain promotion are two examples embedded in knowledge of power structures, 
trust, and collaboration, drawing on a tacit understanding of how the organisation operates 
and rewards its employees.

In situations dealing with RTK, social networks (F2F and online), supported by IT-based 
organisational memory systems, enable individuals to disperse and hide information. The 
use of KM mechanisms to deal with RTK is closely related to power and politics, as RTK is 
hidden not simply because of the constraints of space and time, but mainly for power and 
political reasons. Individuals deliberately do not disclose all their knowledge as ongoing 
political games in organisations demand negotiation and legitimisation that affect future 
career options, reputation, and the power positions of groups and individuals. A charac-
teristic case here is of lawyers withholding their tacit (and explicit) knowledge in law firms 
(Terrett, 1998). Mobilising RTK involves manipulation and reinterpretation of rules, as well 
as personal skills, to convince people to set (or block) agendas.

In open-ended situations, CoPs, social networks, and knowledge centres support CTK 
creation and sharing. Because CTK is highly tacit, its mobilisation usually involves the use of 
domination and subjectification power mechanisms. Organisational ideologies of efficiency, 
and normative mechanisms to convince people and construct consent (e.g. trust) are always 
at play during CTK mobilisation. Because IT-based tools do not enable trust-building, 
face-to-face social interaction (enacted through CoP and social networks) is crucial to 
create mutual understanding and build trust. Yet, the development of CoP is permeated by 
political processes in that pluralistic actors do not necessarily agree on means and ends and 
power positions are usually unevenly distributed inside groups. Therefore, power relations 
shape social interaction and perceptions during negotiation, trust-building, and mutual 
understanding processes (Roberts, 2006). This suggests the extent to which CoP members 
acquire, share, apply, and create knowledge is closely related to the mechanisms of power 
these members deploy.

Discussion

The root limitations of AI relate to the use of the objectivist view of knowledge, the 
equalisation of knowledge and information, combined with the application of the idea of 
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mechanisms to human behaviour and thinking that are incompatible with the idea of know-
ing. The latter process involves human cognition and consciousness, which is constituted 
by tacit and experiential activities not possible to codify as they remain collective forms of 
tacit knowledge, learnt and executable only by human beings.

The relationships between AI and KM have implications for wider society as to how 
humans design and use technology, and how power relations are continuously redistributed. 
A key aspect is the realisation of the limitations of both AI and KM in relation to the extent 
to which diverse forms of tacit knowledge can be effectively created, acquired, diffused, and 
applied. AI can adequately support KM only when dealing with explicit knowledge and 
with some forms of STK and RTK. To date, there is no AI machine able to ‘learn’ collective 
tacit knowledge (bottom-left side of Figure 1).

We should try to envisage just how KM can help address some of the limitations of AI. 
Because KM is partly IT-based and partly based on social interactions, KM is able to deal 
with some forms of relational, somatic, and collective tacit knowledge. Provided AI tech-
nology developers enable adequate human–computer interaction, AI technologies can gain 
some access to the bottom-left side of Figure 1. For example, the use of new interactive/
sensorial/spatial interconnected (internet) machinery, blended with F2F contacts, enables 
relational connectivity (Amin and Roberts, 2008), opening the possibility of sharing some 
forms of RTK and CTK. This is an item for the research agenda.

The way AI and KM evolve is related to how society is organised and technological devel-
opment trends (Collins, 1990). Power relations permeating AI and KM advancements help 
explain how and why these technologies are developed in some ways but not in others. AI/
KM developments are a function of technology developers’ goals and assumptions about 
how the world works and their views on the role of technological artefacts (e.g. Noble, 
1984). For the moment, two distinct developmental paths can be identified (Spector, 2006; 
Winograd, 2006).

The first path refers to the development of machines that complement human actions/
skills. In this approach, humans perform tasks that require wisdom and cognitive awareness 
CTK, and machines are assigned tasks requiring explicit knowledge and some STK and 
RTK. To ensure individuals are fully committed to company goals and use and that they 
share their CTK, formal authority and access to resources, combined with domination and 
subjectification power mechanisms, are necessary. While the human–machine collaboration 
idea is not new (e.g. Rosenbrock, 1990; Badham, 1991), technologies following this approach 
are rare. For example, the largest world robot manufacturer, FANUC (2017), launched 
its ‘collaborative robot’ (COBOT) only in 2015, promising that ‘robots would execute all 
strenuous tasks, enabling humans to dedicate their precious time to lighter, more skilled or 
demanding tasks’. Whether this is really happening, to what extent, and who is collaborating 
with whom are further items for the future research agenda.

With the second path, the drive to codification and commodification of knowledge, 
machines compete with humans (Roberts, 2001). By adhering to the idea of mechanisms, 
approaching knowledge as an object and assuming all knowledge can be codified, knowledge 
becomes a commodity. Based on this premise, technology designers develop technologies 
attempting either to substitute human actions or to turn humans into prostheses of AI/KM. 
While substitution of human actions by machines brings unemployment, humans becoming 
prostheses of AI/KM might trigger individuals to modify their behaviour to complement 
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the machine’s capabilities. So, this path addresses explicit knowledge and some forms of 
RTK and STK, but does not address CTK.

As with the previous path, a combination of formal authority with domination and 
subjectification power mechanisms is necessary. Because this is deeply rooted in west-
ern society, it goes unnoticed. Similarly, our own beliefs can facilitate subjectification as 
individuals are not always aware of institutional and legacy soft issues already embedded 
in societal rules, practices, and technologies. To illustrate this path, we use Czarniawska’s 
(2011) study of news production in news agencies. News production represents the ultimate 
application of AI and KM, as it entails gathering, codifying, classifying, and diffusing news. 
On the one hand, the way technology is developed and applied contributes to knowledge 
commodification. Technology is acquiring a leading role in news production at the cost of 
human actions. AI technology (software) allocates codes to incoming data and the codes 
are the basis of classification into regional, national, and global news. Yet, AI technology is 
created by IT specialists and not by news producers, and this influences news production 
since algorithms that rule machine behaviour also rule user actions. For example, software 
limits the maximum number of words in a text or a heading; procedures to edit and send 
news are all set by software (Czarniawska, 2011).

Further, there is a deliberate push towards the commodification path in this industry. 
Kristi Suutani, global business manager of algorithmic trading at Reuters, believes ‘there is 
a real interest in moving the process of interpreting news from humans to the machines’ 
(Czarniawska, 2011, p.191). On the other hand, the application of domination and sub-
jectification power mechanisms enables computerised control of news production. This 
can happen only if implicit consent is given by journalists and news suppliers to com-
ply with the software’s rules. News agencies educate and train staff to ensure compliance 
and subjectification. News sources are educated to send information in a predetermined 
format dictated by software. News agency journalists are trained to classify and package 
news in which the editorial software dictates the format and company culture provides 
the idea that, by achieving organisational goals, self-fulfilment is achieved. Additionally, 
two contextual aspects contribute to subjectification and domination. First, the high levels 
of redundancy experienced worldwide by journalists from newspapers and TV stations. 
Second, the western view that content is independent of form obscures the leading role of 
algorithms embedded in AI technology for news production (Czarniawska, 2011, pp.202–3).

Conclusion

This paper underscores the mutually complementary roles of AI and KM by noting the 
differences in human/technological traits. AI can extend socially based conceptual KM tools 
through supporting human agents, who manage most forms of knowledge as complementary 
prostheses of human capabilities. Nevertheless, current developments seem to be prone to 
the second technological development path: AI-led development of autonomous intelligent 
machines attempting to substitute human behaviour.

There are ongoing implications for research. We highlight four aspects. First, the dis-
cussion of ethical implications of the objectivist view of knowledge (embraced by those 
following a mechanistic view of human beings), remains open. The ethical critique should 
therefore identify limitations of mechanisms as a materialist philosophy that, whatever its 
value, is adopted or imposed by but does not originate within computer science, specifically 
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AI. Ethical implications of applying the idea of mechanisms to human knowledge seem to 
be an important avenue for future research.

Second, knowledge sharing is a constant challenge in the KM field. Because expert knowl-
edge is a combination of RTK, STK, and CTK, it can be acquired only through practical 
experience (i.e. on-the-job learning). The research challenge is to determine what combina-
tions of AI and socially based conceptual KM mechanisms are able to deal with expertise. We 
suggest practice-based approaches (Gherardi, 2012) can be useful for examining interaction 
of AI technologies with socially based KM tools. Some open questions regarding this issue 
include supporting roles that AI-based technologies play in assisting the mobilisation of 
CTK, and the limitations of AI technologies in supporting CTK learning (e.g. online higher 
education). The implications are that further joint KM/AI research is required. This is a 
challenging task as both AI and KM fields have evolved almost in parallel. KM and AI fields 
need to overcome political barriers that are a particular form of relational and collective 
tacit knowledge.

Third, as most work activities are performed by/with/through IT-based equipment, it 
is relevant to investigate relationships between humans and AI-based technologies in per-
forming KM-related tasks. Some of the open questions regarding this topic include how 
AI-based technologies that are designed to substitute human actions affect the realisation (by 
humans) of KM-related tasks; how AI-based technologies designed to complement human 
actions affect the realisation (by humans) of KM-related tasks; and the design principles 
AI developers need to follow to support humans dealing with relational and somatic forms 
of tacit knowledge.

Finally, AI/KM relationships trigger technology design implications that in turn affect 
power relations in wider society. On the one hand, the AI/KM relationships are strongly 
shaped by the limitations of AI to deal with some forms of RTK and STK, and with its 
inability to access CTK. Some of these limitations can be partially addressed provided AI 
developers introduce new design principles to differentiate three types of tacit knowledge. 
This is another item for the research agenda.

On the other hand, AI-driven sorting and packaging of information (e.g. Google or news 
production at news agencies) involves delegating to AI tasks that have political implica-
tions. Mindless AI, completely unaware of the consequences of its actions, is commanding 
to what information the general public has access, what they read, and how they read (as 
form shapes content). More than a simple technological development trend, this can be 
interpreted as another domination and subjectification mechanism since AI, by itself, did 
not decide to proceed in this way. Small groups of people aligned to market logic and with 
access to knowledge and resources have already made these decisions. There are quite a 
few research questions awaiting empirical investigation. To what extent can AI’s embed-
ded algorithms be considered domination mechanisms? How can technology developers 
consider AI’s political implications while promoting its positive aspects? What trade-offs 
are involved in AI’s further development? What resistance mechanisms should technology 
users apply to counter the domination mechanisms embedded in new technologies?

Note

1.  https://en.wikipedia.org/wiki/Prometheus_(2012_film).

https://en.wikipedia.org/wiki/Prometheus_(2012_film
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