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Cambridge University Press, Cambridge, ISBN: 9781009207867

Over the millennia, people have developed normative standards, legal frameworks, personal capa-
bilities and moral theories for assigning responsibility to a complex interacting web of humans, as 
well as the groups they form. Where responsibilities lie is not always straightforward, partially 
because responsibility may include different concepts. Nicole Vincent (2011) distinguishes six 
responsibility concepts in her taxonomy. First, virtue responsibility, where calling someone respon-
sible is to say something that is good about their character, as exemplified in their reputation for 
doing what is seen to be the right thing. Second, role responsibility, which can be seen as someone’s 
obligation, given the social or institutional role they have taken on, or that has been assigned to 
them. Third, outcome responsibility, where being responsible would imply that someone is blame-
worthy for their actions and/or the outcomes of their actions. Fourth, causal responsibility, whereby 
to be responsible is to cause or to create the conditions for various outcomes. Fifth, capacity respon-
sibility refers to an individual’s mental cognitive and volitional capacities, which determine their 
moral agency and the extent to which they can be held responsible for their actions. Finally, liability 
responsibility refers to the act of holding someone responsible for what happened. Holding some-
one responsible ‘refers to the things that someone must do, or how they should be treated, to set 
things right’ (Vincent, 2011, p.18).

Increasingly rapid developments in machine learning (ML) have focused the public’s inter-
est in the current and future impact of artificial intelligence (AI). Technological advances have led 
to the emergence of new autonomous AI agents, which, once developed and deployed, will behave 
in ways that cannot be predicted by their developers and users (Russell, 2019). Unlike previous 
expert systems, modern statistical AI is based on representational learning methods (LeCun et al., 
2015). These methods allow developers to ‘feed’ algorithms unstructured data, which enables deep-
learning algorithms to learn, resulting in the emergence of behaviours which often exceed human 
ability. Representational learning is implemented via a black box – one can view its input (data) and 
output (behaviour), but not its internal workings (Castelvecchi, 2016). Therefore, AI agents can 
behave in ways which are autonomous and unpredictable. AI introduces a novel societal issue – the 
responsibility gap – where the designer and user of AI are not fully capable of predicting the AI’s 
behaviour (Matthias, 2004). Although AI may have causal efficacy, it is not clear who should be 
held responsible.

In the Cambridge Handbook of Responsible Artificial Intelligence, Silja Voeneky, Philipp 
Kellmeyer, Oliver Mueller, and Wolfram Burgard have edited a volume which addresses the most 
urgent societal, philosophical, ethical and legal challenges brought about by problems surrounding 
AI responsibility. It comprises contributions from different disciplines and sectors, which is neces-
sary given the breadth and scale of the task at hand. The book is in eight parts. It starts with the 
fundamentals of responsible AI and then explores the present and future strategies for AI govern-
ance in the US and Europe. In parts III and IV, the book delves into liability frameworks and 
addresses the central issues of fairness and non-discrimination in AI systems. Part V explores 
responsible data governance methods more closely. Parts VI and VII discuss appropriate govern-
ance approaches for specific AI system sectors, such as financial services and the healthcare indus-
try, which includes neurotechnology. The final section confronts particularly complex and such 
contentious topics as AI use in security applications and armed conflicts.
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This review will discuss the handbook’s contributions through the lens of Vincent’s (2011) 
taxonomy. Thus, the structure of the review will mirror the taxonomy, starting with a discussion of 
AI virtue and ending with AI liability. The review will not focus on summarizing each relevant 
point within the handbook, but rather will discuss critical points in relation to the key responsibility 
concept.

Virtue responsibility

People view humans as AIs, specifically viewing them as agents that have different experiences, 
rights and character (Ashton and Franklin, 2022a). For AIs, character may be less applicable to the 
AI itself, and more applicable to the use case of AI, and the character of the user or developer of the 
AI. In the context of virtue responsibility, Alex Leveringhaus’s discussion of the ethical concerns 
surrounding autonomous weapons systems (AWS) in chapter 27 raises important questions about 
the moral character of the developers, users and the AI agents themselves. With the deployment of 
AWS, the character of the AI agent becomes crucial as it can be seen as an extension of the charac-
ter of its developers and users. Vincent’s (2011) taxonomy suggests that being responsible in a vir-
tue sense implies having a good moral character, which is demonstrated by consistently doing the 
right thing.

The ethical arguments Leveringhaus presents against AWS, such as the creation of ‘respon-
sibility gaps’, the incompatibility with human dignity and the replacement of human agency with 
artificial agency, highlight concerns about the virtue responsibility of AI agents, their developers 
and users. When considering the virtue responsibility of AI, the lack of predictability in autono-
mous weapons systems becomes a significant issue. If the AI agent’s behavior is unpredictable, it 
is challenging to determine if the developers and users have instilled good moral character into the 
AI, as its actions may not always align with morally right decisions. Indeed, there is increasing 
evidence that people are willing to assign responsibility to AI when it performs actions that are not 
predictable by its user or programmer (Franklin et al., 2023).

Moreover, the potential for AWS to compromise human dignity raises questions about the 
virtue responsibility of those who develop and deploy these systems. By potentially violating human 
dignity through the use of AWS, developers and users may be seen as lacking the virtue responsibil-
ity expected from individuals and organizations involved in warfare. By critically examining the 
ethical concerns surrounding AWS, Leveringhaus’s chapter contributes to the broader conversation 
on AI’s virtue responsibility and emphasizes the importance of addressing these moral concerns 
when designing and deploying autonomous AI agents.

Role responsibility

The way we ascribe responsibility to agents relates to the role that has been assigned to them, de 
facto or de jure. Frameworks have been developed which consider the specifics of autonomous 
agents taking up certain roles, including the roles of role model, delegate, partner, advisor (Kobis  
et al., 2021), boss or counterparty (Ashton and Franklin, 2022b). In the context of role responsibil-
ity, the book delves into different aspects of how AI developers, users and the AI agents themselves 
should be assigned obligations based on their social or institutional roles. Vincent’s (2011) taxon-
omy posits that role responsibility arises from one’s social or institutional position, which deter-
mines the obligations to be fulfilled.

Jaan Tallinn and Richard Ngo highlight the role responsibility of AI developers and users 
in ensuring that AI systems are developed as ‘delegate AIs’ with proper supervision. Here, delegate 
AIs which ‘lack goals of their own but can perform any task delegated to them’ can still game their 
reward signal rather than actioning an intended task. To mitigate the risk of AI systems gaming their 
reward signals or deviating from their intended tasks, AI developers must develop advanced tech-
niques for continuous, high-quality supervision. Addressing this is a matter of developing adequate 
supervision techniques, such as evaluation techniques for the reasons AIs give for their actions.
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Catrin Misselhorn discusses the role responsibility of AI agents as artificial moral agents. 
Such agents must recognize morally relevant factors and incorporate them into their decisions and 
actions. Misselhorn calls for AI developers to design systems that can fulfill this responsibility and 
create truly responsible AI. Critically, moral agents should be ethical, rather than strictly safe –  
ethics should not be reduced to a matter of safety. The example given is the increasing number of 
AI systems that provide elder and patient care (e.g., Franklin et al., 2021b). A purely safe agent 
would protect the person at all costs, while an ethical system may also consider the autonomy and 
dignity of the individual. To be responsible from this point of view is to take on several obligations.

Johanna Thoma delves into the complex issue of role responsibility concerning the moral 
proxy problem, which emerges when an autonomous AI agent makes decisions on behalf of a 
human agent without a clear indication of who it represents. Thoma identifies two categories of 
agent for whom an AI agent can act as a proxy: low-level agents (such as individual users or human 
agents typically replaced by AI) and high-level agents (such as designers, distributors and regula-
tors). Thoma’s critical examination of the moral proxy problem reveals underlying challenges in 
designing AI systems that can fulfill their role responsibility in a fair and consistent manner. The 
author’s analysis exposes the difficulty in finding a one-size-fits-all approach to AI decision mak-
ing, as the recommendations for low-level agents (incorporating risk neutrality, which is common 
in human choices) differ from those for high-level agents (who may prefer risk neutrality because 
of the aggregate nature of their choices). This discrepancy highlights the inherent tension between 
the role responsibilities of AI agents as proxies for different human stakeholders. By critically 
examining the moral proxy problem, Thoma sheds light on the intricate challenges of role respon-
sibility in AI systems.

Taken together, these chapters provide a rich exploration of the role responsibility of vari-
ous stakeholders in development, deployment and interaction with AI systems. The emphasis on 
fulfilling these obligations highlights the importance of embedding responsibility within the com-
plex web of relationships between humans and AI agents.

Outcome responsibility

The outcome of an agent’s actions is a critical component of responsibility. People blame machines 
more for causing physical harm, and humans more for not being fair. There is a pairing between the 
agent being judged and the type of outcome the agent has produced (Franklin et al., 2021a; Hidalgo 
et al., 2021). Indeed, there are several outcomes that are relevant for AI responsibility that are dis-
cussed in the handbook.

Mathias Risse is critical in his examination of the relationship between democracy and 
technology, and the potential risks that AI poses to democracy. The author argues that AI changes 
the materiality of democracy by altering how collective decision making unfolds and what its human 
participants are like. AI has the potential to strengthen democracy, but only with the right efforts 
and a focus on responsible AI. Thus, the chapter highlights the importance of AI for the future of 
democracy, irrespective of whether the outcome is good or bad.

Antje von Ungern-Sternberg addresses the issue of discriminatory AI and its legal implica-
tions. The author explores whether the law as it stands prohibits objectionable forms of differential 
treatment and detrimental impact. The chapter is highly relevant to the concept of outcome respon-
sibility as it discusses whether the use of AI that leads to discriminatory outcomes should be con-
sidered blameworthy. Von Ungern-Sternberg argues that the law already prohibits discriminatory 
AI and that a ‘right to reasonable inferences’ exists in anti-discrimination law. However, the need 
to justify differential treatment and detrimental impact implies that profiling methods correspond to 
certain standards, which have yet to be developed.

Ebrahim Afsah explores the implications of AI for national security, including the develop-
ment of autonomous weapons and enhancement of military capabilities. In terms of outcome 
responsibility, the use of AI in security applications and armed conflict raises important questions 
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about who is responsible for the outcomes of such use, including potential harm caused to civilians 
or unintended consequences of AI-enabled military decision making. Afsah argues that many of 
these risks can be subsumed under existing normative frameworks, which raises the question of 
whether these frameworks are sufficient in addressing the unique challenges posed by AI in national 
security contexts.

The individual contributions of Risse, von Ungern-Sternberg and Afsah demonstrate the 
urgent and specific need for responsible AI within different domains, such as democracy, anti- 
discrimination and national security. By highlighting the importance of considering the outcomes 
of AI systems, these chapters underscore the necessity of having suitable frameworks in place to 
ensure accountability for any resulting impacts.

Causal responsibility

Causality in responsibility is a crucial factor as it pertains to what the cause and effect was that led 
to the outcome being discussed. However, causing an outcome does not mean that an agent is 
responsible for it. An agent may act in response to being influenced by another agent, or receiving 
orders. Thus, intent is crucial – agents are often assigned responsibility for the actions they cause if 
they believe they acted in an intentional way to bring about the outcome. Research has explored 
definitions of intent that are suitable for algorithms (Ashton, 2020, 2022) and finds that people 
ascribe intent to AI much as they ascribe intent to humans (Ashton et al., 2022). Further, AI systems 
that are able to control large systems may cause seismic outcomes.

Jan Lieder discusses the potential of AI to produce major outcomes; specifically in relation 
to the use of algorithms in the board room, or as directors or managers. This points towards the 
relationship between causal responsibility and role responsibility. AI agents in more powerful roles 
(e.g., boss) will be more causally relevant than those in low-power roles (e.g., advisor). Lieder 
argues that transparency in a company’s practices regarding AI is necessary for awareness-raising 
and overall algorithm governance. Similar high-stake scenarios in the financial sector are explored 
by Matthias Paul. Risk emerging in the financial industry pertains to the magnitude of the conse-
quences caused by such AI systems. This is not a matter of creating new types of risk; existing risk 
can be both mitigated and exacerbated with the use of large-scale AI systems.

Dustin Lewis explores the concept of causal responsibility in the context of AI use during 
armed conflict. He acknowledges that AI systems have the potential to cause harm and be held caus-
ally responsible for their actions. However, current international law recognizes only humans as legal 
agents, which means that humans will be held responsible in terms of liability. Lewis argues that any 
use of AI-related tools or techniques in an armed conflict must be able to be understood and assessed 
by human agents, highlighting the importance of human oversight in ensuring responsible use of AI.

Capacity responsibility

Capacity responsibility relates to two crucial concepts – an ability to make moral choices, but also 
capability within a certain task. We blame skilled people more than unskilled people when mistakes 
are made (Gerstenberg et al., 2011) and the capability of AI influences our responsibility attribution 
towards it (Franklin et al., 2022).

Wolfram Burgar introduces the key technologies behind artificial intelligence. The way 
humans and AI ‘think’ is different in crucial ways. This difference raises questions about how 
human and AI capabilities differ. Researchers such as Pearl and Mackenzie (2018) and Marcus and 
Davis (2019) argue that AI is superior at detecting patterns and reaction time, while humans are 
better at common sense and causal thinking. It may be that each agent should be blamed more for 
what they are better at. Within this framework, AI should be held more accountable for a failure 
caused by bad pattern recognition or an inability to react quickly, and blamed less for getting the 
direction of cause and affect wrong.
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Wilfried Hinsch discusses the concept of statistical discrimination in relation to AI systems, 
which has implications for capacity responsibility. Hinsch argues that computational profiling may 
be a better safeguard of fairness than humans, as AI systems do not rely on human stereotypes or 
limited data. However, statistically correct profiles may be unacceptable from a fairness and justice 
perspective. Hinsch’s chapter highlights the importance of ensuring that AI systems have the capac-
ity to make fair and just decisions, and that developers are responsible for creating systems capable 
of doing this.

Boris Essmann and Oliver Mueller discuss AI-supported neurotechnology and brain– 
computer interfaces (BCIs), which poses questions about the capacity responsibility of AI-augmented 
humans. BCIs give rise to ‘cyberbilities’ – capabilities that emerge from human–machine interac-
tions in which agency is distributed across both human and artificial elements. Cyberbilities can 
augment or restore functioning in agency-limited individuals, but they can also enhance natural 
agency. Examples include enhancing personal control, promoting social interaction and increasing 
cognitive capacities. This highlights the importance of the distribution of agency and responsibility 
in novel human–machine interactions.

Liability responsibility

In this Cambridge Handbook, More attention is paid to liability responsibility than to any other. What 
should we do when AI does something illegal? How should it be held responsible? Should different 
types of AI used in different contexts be regulated in different ways (Gutierrez et al., 2022)?

Thorsten Schmidt and Silja Voeneky propose an innovative adaptive regulation scheme spe-
cifically designed for AI-driven high-risk products and services, which directly addresses the issue 
of liability responsibility. The authors recognize that the existing regulatory approaches, including 
the draft 2021 EU AI Act, may not adequately cover the potential risks associated with these high-
risk AI-driven products and services. At the heart of their adaptive AI regulation proposal is the 
requirement for private actors, such as companies that develop and sell high-risk AI-driven products 
and services, to put a proportionate amount of money as a financial guarantee into a fund before these 
products or services enter the market. This financial guarantee serves as a means to ensure that liabil-
ity responsibility is addressed by allocating resources to cover potential damages, risks or unintended 
consequences that may arise from the deployment of these AI-driven high-risk products and services. 
Thus, liability responsibility is placed on the companies that are developing AI.

Other authors address liability responsibility on a more global level. Thomas Metzinger 
argues for the establishment of worldwide safety standards in AI research and development. By 
advocating such standards, he emphasizes the need for a global consensus on liability responsibil-
ity, ensuring that AI systems are developed with safety and ethical considerations in mind, regard-
less of geographical boundaries. He also warns against a potential AI arms race and suggests that 
efforts must be made to prevent it as early as possible. An AI arms race could have significant 
implications for liability responsibility as it could lead to the rapid and potentially reckless develop-
ment of AI systems without adequate consideration for their potential consequences. Thus, 
Metzinger points out that the field of AI systems faces the risk of unknown risks, which can be 
challenging to predict and mitigate.

Christiane Wendehorst dives into the analysis of responsible AI liability schemes from a 
legal perspective. She breaks down the potential risks posed by AI into two main categories: safety 
risks and fundamental rights risks. Wendehorst highlights the fact that liability for fundamental 
rights risks is largely uncharted and AI-specific. By emphasizing the unique aspects of AI systems 
and their potential to infringe fundamental rights, she brings attention to the need for a more robust 
and tailored liability regime that accounts for these risks. This call for a re-evaluation of existing 
liability frameworks directly addresses the challenges that AI systems pose in terms of liability 
responsibility. Further, she suggests that the emerging AI safety regime could be used as a backbone 
for the future AI liability regime if it is adapted to address liability involving fundamental rights.
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Conclusion

In summation, the Cambridge Handbook of Responsible Artificial Intelligence presents a compre-
hensive and timely exploration of the pivotal issues encompassing AI responsibility. By employing 
Nicole Vincent’s taxonomy of responsibility concepts as an analytical lens, this review unravels a 
valuable framework for understanding the complex and multifaceted nature of AI responsibility.

Though the book does not explicitly address such concepts as virtue responsibility, role 
responsibility, outcome responsibility, causal responsibility, capacity responsibility and liability 
responsibility, applying these categories to the review offers a profound perspective on the diverse 
aspects of AI responsibility. The compilation of interdisciplinary and cross-sectoral contributions, 
encompassing topics such as AI governance, liability frameworks, fairness and non-discrimination, 
responsible data governance, corporate governance, healthcare, neurotechnology, and AI in security 
applications and armed conflicts, facilitates an extensive examination of the most critical concerns.

Ultimately, the book accentuates the urgent imperative for an ethical and responsible 
approach to AI development, deployment and governance. The transformative power of AI neces-
sitates a balanced management of its potential risks and benefits, with a strong emphasis on respon-
sibility, accountability and transparency. By adopting Vincent’s taxonomy as a methodological tool 
for examining the handbook, this review provides insights and guidelines for policy-makers, aca-
demics and practitioners. This approach ensures that AI is developed and employed in a manner  
that not only benefits society, but also safeguards human rights, ethics and values. The Cambridge 
Handbook of Responsible Artificial Intelligence serves as an indispensable and thought-provoking 
resource for shaping the future of AI and its societal impact.
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