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INTRODUCTION: Althoughpost facto studies have
revealed the importance of severe acute re-
spiratory syndrome coronavirus 2 (SARS-CoV-2)
transmission frompresymptomatic, asymptomatic,
andmildly symptomatic (PAMS) cases, the virolog-
ical basis of their infectiousness remains largely
unquantified. The reasons for the rapid spread of
variant lineages of concern, such as B.1.1.7, have
yet to be fully determined.

RATIONALE: Viral load (viral RNA concentration)
in patient samples and the rate of isolation suc-
cess of virus from clinical specimens in cell cul-
ture are the clinical parameters most directly
relevant to infectiousness and hence to trans-
mission. To increase our understanding of the

infectiousnessof SARS-CoV-2, especially inPAMS
cases and those infected with the B.1.1.7 variant,
we analyzed viral load data from 25,381 German
cases, including 9519 hospitalized patients, 6110
PAMS cases fromwalk-in test centers, 1533B.1.1.7
variant infections, and the viral load time series
of 4434 (mainly hospitalized) patients. Viral load
results were then combined with estimated cell
culture isolation probabilities, producing a clin-
ical proxy estimate of infectiousness.

RESULTS: PAMS subjects had, at the first posi-
tive test, viral loads and estimated infectious-
ness only slightly less thanhospitalized patients.
Similarly, children were found to have mean
viral loads only slightly lower (0.5 log10 units

or less) than those of adults and ~78% of the
adult peak cell culture isolation probability.
Eight percent of first-positive viral loads were
109 copies per swab or higher, across a wide
age range (mean 37.6 years, standard devia-
tion 13.4 years), representing a likely highly
infectious minority, one-third of whom were
PAMS. Relative to non-B.1.1.7 cases, patients
with the B.1.1.7 variant had viral loads that were
higher by a factor of 10 and estimated cell cul-
ture infectivity that was higher by a factor of
2.6. Similar ranges of viral loads from B.1.1.7
and B.1.177 samples were shown to be capable
of causing infection in Caco-2 cell culture. A
time-course analysis estimates that a peak viral
load of 108.1 copies per swab is reached 4.3 days
after onset of shedding and shows that, across
the course of infection, hospitalized patients
have slightly higher viral loads than nonhos-
pitalized cases, who in turn have viral loads
slightly higher than PAMS cases. Higher viral
loads are observed in first-positive tests of
PAMS subjects, likely as a result of systematic
earlier testing. Mean culture isolation proba-
bility declines to 0.5 at 5 days after peak viral
load and to 0.3 at 10 days after peak viral load.
We estimate a rate of viral load decline of 0.17
log10 units per day, which, combined with re-
ported estimates of incubation time and time to
loss of successful cell culture isolation, suggests
that viral load peaks 1 to 3 days before onset of
symptoms (in symptomatic cases).

CONCLUSION: PAMS subjects who test positive
at walk-in test centers can be expected to be
approximately as infectious as hospitalized pa-
tients. The level of expected infectious viral
shedding of PAMS people is of high importance
because they are circulating in the community
at the time of detection of infection. Although
viral load and cell culture infectivity cannot be
translated directly to transmission probability, it
is likely that the rapid spread of the B.1.1.7 var-
iant is partly attributable to higher viral load in
these cases. Easily measured virological param-
eters can be used, for example, to estimate trans-
mission risk fromdifferent groups (by age, gender,
clinical status, etc.), to quantify variance, to show
differences in virus variants, to highlight and
quantify overdispersion, and to inform quaran-
tine, containment, and elimination strategies.▪
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Viral load and cell culture infectivity in 25,381 SARS-CoV-2 infections. (A) Viral loads in presymptomatic,
asymptomatic, and mildly symptomatic cases (PAMS; red), hospitalized patients (blue), and other subjects (black).
(B) Expected first-positive viral load and cell culture isolation probability, colored as in (A). (C) Temporal
estimation with lines representing patients, colored as in (A). (D) As in (C), but colored by age.
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Two elementary parameters for quantifying viral infection and shedding are viral load and whether
samples yield a replicating virus isolate in cell culture. We examined 25,381 cases of severe acute
respiratory syndrome coronavirus 2 (SARS-CoV-2) in Germany, including 6110 from test centers
attended by presymptomatic, asymptomatic, and mildly symptomatic (PAMS) subjects, 9519 who were
hospitalized, and 1533 B.1.1.7 lineage infections. The viral load of the youngest subjects was lower
than that of the older subjects by 0.5 (or fewer) log10 units, and they displayed an estimated ~78% of
the peak cell culture replication probability; in part this was due to smaller swab sizes and unlikely to
be clinically relevant. Viral loads above 109 copies per swab were found in 8% of subjects, one-third
of whom were PAMS, with a mean age of 37.6 years. We estimate 4.3 days from onset of shedding to
peak viral load (108.1 RNA copies per swab) and peak cell culture isolation probability (0.75). B.1.1.7
subjects had mean log10 viral load 1.05 higher than that of non-B.1.1.7 subjects, and the estimated cell
culture replication probability of B.1.1.7 subjects was higher by a factor of 2.6.

R
espiratory disease transmission is highly
context-dependent and difficult to quan-
tify or predict at the individual level. This
is especially the case when transmission
from presymptomatic, asymptomatic, and

mildly symptomatic (PAMS) subjects is frequent,
as with severe acute respiratory syndrome
coronavirus 2 (SARS-CoV-2) (1–8). Transmission
is therefore typically inferred from population-
level information and summarized as a single
overall average, knownas the basic reproductive
number, R0. Although R0 is an essential and
critical parameter for understanding and man-
aging population-level disease dynamics, it is a
resultant, downstream characterization of trans-
mission.With regard to SARS-CoV-2,many finer-
grainedupstreamquestionsregardinginfectiousness

remain unresolved or unaddressed. Three cat-
egories of uncertainty are (i) differences in in-
fectiousness among individuals or groups such
as PAMS subjects, according to age, gender,
vaccination status, etc.; (ii) timing and degree
of peak infectiousness, timing of loss of in-
fectiousness, rates of infectiousness increase
and decrease, and how these relate to onset of
symptoms (when present); and (iii) differences
in infectiousness due to inherent properties of
virus variants.
These interrelated issues can all be addressed

through the combined study of two clinical
virological parameters: the viral load (viral RNA
concentration) in patient samples, and virus
isolation success in cell culture trials. Viral load
and cell culture infectivity cannot be translated
directly to in vivo infectiousness, and the im-
pact of social context and behavior on transmis-
sion is very high; nonetheless, these quantifiable
parameters can generally be expected to be those
most closely associated with transmission
likelihood. A strong relationship between
SARS-CoV-2 viral load and transmission has
been reported (9), comparing favorably with
the situation with influenza virus, where the
association is less clear (10, 11).
The emergence ofmore transmissible SARS-

CoV-2 variants, such as the B.1.1.7 lineage (UK
Variant of Concern 202012/01), emphasizes
the importance of correlates of shedding and
transmission. The scarcity of viral load data in
people with recent variants, and in PAMS
subjects of all ages (12), is a blind spot of key
importance becausemany outbreaks have clearly
been triggered and fueled by these subjects

(2, 13–17). Viral load data from PAMS cases
are rarely available, greatly reducing the num-
ber of studies with information from both
symptomatic and PAMS subjects and that
span the course of infections (12, 18). Making
matters worse, it is not possible to place posi-
tive reverse transcription polymerase chain
reaction (RT-PCR) results from asymptomatic
subjects in time relative to a nonexistent day
of symptom onset, so these cases cannot be
included in studies focusedon incubationperiod.
Additionally, viral load time courses relative to
the day of symptom onset rely on patient re-
call, a suboptimal measure that is subject to
human error and that overlooks infections from
presymptomatic or asymptomatic contacts (12).
An alternative and more fundamental param-
eter, the day of peak viral load, can be estimated
from dated viral load time-series data, drawn
from the entire period of viral load rise and fall
and the full range of symptomatic statuses.
To better understand SARS-CoV-2 infec-

tiousness, we analyzed viral load, cell culture
isolation, and genome sequencing data from
a diagnostic laboratory in Berlin (Charité–
Universitätsmedizin Berlin Institute of Virol-
ogy and Labor Berlin). We first address a set of
questions regarding infectiousness at themoment
of disease detection, especially in PAMS subjects
whose infections were detected at walk-in com-
munity test centers. Because these people are
circulating in the general community before
their infections are detected, and are healthy
enough to present themselves at such centers,
their prevalence and shedding are of key im-
portance to the understanding and prevention
of transmission. In addition to PAMS subjects,
we consider the infectiousness suggested by
first-positive tests from hospitalized patients,
including differences according to age, virus
variant, and gender. A further set of temporal
questions are then addressed by studying how
infectiousness changes during the infection
course. Using viral load measurements from
patients with at least three RT-PCR tests, we
estimate the onset of infectious viral shedding,
peak viral load, and the rates of viral load in-
crease and decline. Knowledge of these pa-
rameters enables fundamental comparisons
between groups of subjects and between virus
strains, and highlights the misleading impres-
sion created by viral loads from first-positive
RT-PCR tests if the time of testing in the infec-
tion course is not considered.

Study composition

We examined 936,423 SARS-CoV-2 routine di-
agnostic RT-PCR results from 415,935 subjects
aged 0 to 100 years from 24 February 2020 to
2 April 2021. Samples were collected at test
centers and medical practices mostly in and
around Berlin, Germany, and analyzed with
LightCycler 480 and cobas 6800/8800 systems
from Roche. Of all tested subjects, 25,381 (6.1%)
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had at least one positive RT-PCR test (Table 1).
Positive subjects had a mean age of 51.7 years
with high standard deviation (SD) of 22.7 years,
and a mean of 4.5 RT-PCR tests (SD 5.7), of
which 1.7 (SD 1.4) were positive. Of the positive
subjects, 4344 had tests on at least 3 days (with
at least two tests positive) andwere included in
a time-series analysis.
We divided the 25,381 positive subjects into

three groups (Fig. 1). The Hospitalized group
(9519 subjects, 37.5%) included all those who
tested positive in an in-patient hospitalized
context at any point in their infection. The
PAMS group (6110 subjects, 24.1%) included
peoplewhose first positive samplewas obtained
in any of 24 Berlin COVID-19 walk-in commu-
nity test centers, provided they were not in the
Hospitalized category. The Other group (9752
subjects, 38.4%) included everyone not in the
first two categories (table S1). As Fig. 1 shows,
there were relatively low numbers of young
subjects in all three groups, and very few elderly
PAMS subjects. The validity of the PAMS classi-
fication is supported by the fact that of the
overall 6159 infections detected at walk-in test
centers, only 49 subjects (0.8%) were later hos-
pitalized. Subjects testing positive at these cen-
ters are almost certainly receiving their first
positive test because they are instructed to im-
mediately self-isolate, and our data confirm
that such subjects are rarely retested: Only
4.6% of people with at least three test results
had their first test at a walk-in test center. Of
the 9519 subjects who were ever hospitalized,
6835 were already in hospital at the time of
their first positive test. PAMS subjects had a
mean age of 38.0 years (SD 13.7), typically
younger than Other subjects (mean 49.1 years,
SD 23.5), with Hospitalized the oldest group
(mean 63.2 years, SD 20.7). Typing RT-PCR
indicated that 1533 subjects were infectedwith
a strain belonging to the B.1.1.7 lineage, as con-

firmed by full genomes from next-generation
sequencing (see materials and methods).

First-positive viral load

Across all subjects, the mean viral load [given
as log10(RNA copies per swab)] in the first
positive-testing sample was 6.39 (SD 1.83). The
PAMS subjects had viral loads higher than
those of the Hospitalized subjects for ages up
to 70 years, as exemplified by a 6.9 mean for
PAMS compared to a 6.0mean inHospitalized
adult subjects of 20 to 65 years. Crude com-
parisons of viral loads in age groups showed
no substantial difference in first-positive viral
load between groups of people older than
20 years (Table 1). Children and adolescents
had mean first-positive viral load differences
ranging between –0.49 (–0.69, –0.29) and –0.16
(–0.31, –0.01) relative to adults aged 20 to 65
(Table 2). Here and below, parameter differ-
ences between age groups show the younger
value minus the older, so a negative difference
indicates a lower value in the younger group.
Ranges given in parentheses are 90% credible
intervals.
We used a Bayesian thin-plate spline re-

gression to estimate the relationship among
age, clinical status, and viral load from the first
positive RT-PCR of each subject, adjusting for
gender, type of test center, and PCR system
used. The Bayesian model well represents the
observed data (Fig. 1B, Table 2, and fig. S1). The
raw data and the Bayesian estimation (Fig. 2A)
suggest consideration of subjects in three age
categories: young (ages 0 to 20 years, grouped
into 5-year brackets), adult (20 to 65 years), and
elderly (over 65 years).We estimated an average
first-positive viral load of 6.40 (6.37, 6.42) for
adults and a similarmean of 6.35 (6.32, 6.39) for
the elderly (Fig. 2A). Younger age groups had
lower mean viral loads than adults, with the
difference falling steadily from –0.50 (–0.62,

–0.37) for the very youngest (0 to 5 years) to
–0.18 (–0.23, –0.12) for older adolescents (15 to
20 years) (Table 2). Young age groups of PAMS
subjects had lower estimated viral loads than
older PAMS subjects, with differences ranging
from –0.18 (–0.29, –0.07) to –0.63 (–0.96, –0.32).
Among Hospitalized subjects these differences
were smaller, ranging from –0.18 (–0.45, 0.07)
to –0.11 (–0.22, 0.01) (Table 2 and Fig. 2B). Viral
loads of subjects younger than 65 years were
~0.75 higher for PAMS subjects than for Hos-
pitalized subjects (Fig. 2A), likely because of a
systematic difference in RT-PCR test timing,
discussed below.

Associating viral load with cell
culture infectivity

We estimated the association between viral load
and successful cell culture isolation probability
(hereafter “culture probability”) by combining
the viral load estimated from the Bayesian re-
gressionwith cell culture isolationdata fromour
own laboratory (19) and from Perera et al. (20)
(Fig. 2C). Across all ages, the average estimated
culture probability at the time of first positive
RT-PCR was 0.35 (0.01, 0.94). The mean cul-
ture probability for PAMS cases, 0.44 (0.01,
0.98), was higher than for Hospitalized cases,
0.32 (0.00, 0.92) (Fig. 2D). Comparing PAMS
cases, we found differences, in particular for
children aged 0 to 5 compared to adults aged
20 to 65, with average culture probabilities of
0.329 (0.003, 0.950) and 0.441 (0.008, 0.981)
respectively, and a difference of –0.112 (–0.279,
–0.003). Age group differences inHospitalized
cases ranged from –0.028 (–0.104, 0.009) to
–0.018 (–0.055, 0) (Table 2).
First-positive viral loads areweakly bimodally

distributed (Figs. 1A and 2A), which is not
reflected in age-specific means. The resultant
distribution includes a majority of subjects
with relatively low culture probability and a
minority with very high culture probability
(Fig. 2E and fig. S2). The highly infectious sub-
set includes 2228 of 25,381 positive subjects
(8.78%) with a first-positive viral load of at least
9.0, corresponding to an estimated culture
probability of ~0.92 to 1.0. Of these 2228 sub-
jects, 804 (36.09%) were PAMS at the time of
testing, with a mean (median) age of 37.6
(34.0) and SD of 13.4 years. PAMS subjects
are overrepresented in this highly infectious
group among people aged 20 to 80 years, and
Hospitalized subjects are overrepresented in
people aged 80 to 100 years (fig. S3).

Estimating B.1.1.7 infectiousness at
first-positive test

The 1533 subjects infected with a B.1.1.7 virus
in our dataset had an observed mean first-
positive viral load of 7.38 (SD 1.54), which is
1.05 higher (0.97, 1.13) than non-B.1.1.7 sub-
jects in the full dataset. To increase speci-
ficity, we compared 1453 B.1.1.7 cases with
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Table 1. Age stratification of first-positive RT-PCR tests and viral load for 25,381 positive cases.
N, number of subjects with a positive test result; Pos. %, percentage of positive subjects; Load (SD), mean
log10(viral load) and standard deviation; ≥3 tests, number of subjects with at least three RT-PCR test
results, as used in the viral load time course analysis. Age ranges (in years) are open-closed intervals.

All cases PAMS cases Hospitalized cases

Age N Pos. % Load (SD) ≥3 tests N Pos. % Load (SD) N Pos. % Load (SD)

0–5 330 1.8 5.9 (1.84) 16 36 5.1 6.6 (1.87) 32 0.9 5.6 (2.22)
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ...

5–10 185 1.8 6.0 (1.73) 12 39 6.2 6.1 (1.83) 18 1.4 5.8 (1.97)
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ...

10–15 227 2.2 6.0 (1.76) 8 51 6.9 6.4 (1.92) 22 1.4 6.0 (2.02)
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ...

15–20 643 3.0 6.3 (1.87) 39 192 5.1 6.7 (1.77) 121 2.5 6.1 (1.95)
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ...

20–25 1637 3.2 6.5 (1.89) 110 696 4.0 6.9 (1.86) 246 2.7 5.9 (1.92)
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ...

25–35 4452 3.0 6.6 (1.90) 320 1988 3.9 7.0 (1.83) 614 2.2 6.0 (1.88)
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ...

35–45 3393 2.7 6.4 (1.84) 323 1277 3.5 6.9 (1.79) 576 2.0 6.0 (1.90)
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ...

45–55 3341 3.1 6.4 (1.81) 401 1012 3.4 6.9 (1.83) 733 2.3 5.9 (1.77)
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ...

55–65 3322 2.7 6.3 (1.78) 623 674 3.0 6.8 (1.82) 1039 2.1 5.9 (1.80)
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ...

>65 7851 3.0 6.4 (1.79) 2492 145 5.8 6.8 (1.87) 3434 2.3 6.2 (1.86)
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ...
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977 non-B.1.1.7 cases using viral loads only
from centers with B.1.1.7 and non-B.1.1.7 cases,
and only from the same day or 1 day before
or after the B.1.1.7 sample was taken. This
analysis adjusted for clinical status, gender,
RT-PCR system, and subject age, and also
modeled random test center effects. The results
show that B.1.1.7 cases are associated with a
1.0 (0.9, 1.1) higher viral load (Fig. 3 and table
S2). This results in a mean estimated B.1.1.7
subject culture probability of 0.50 (0.03, 0.97),
considerably higher than the overall figure of
0.31 (0.00, 0.94) for the non-B.1.1.7 subjects in
the comparison, corresponding to a median

factor of 2.6 (50% credible interval: 1.4, 5.1)
higher culture probability for samples from
B.1.1.7 cases. To investigate whether there might
be a difference in cell culture infectivity due to a
factor other than viral load, we isolated virus
from 105 samples (22 B.1.1.7, 83 B.1.177) in
Caco-2 cells from a collection of 223 samples
with matched viral loads. Although no statis-
tical difference was seen in the distribution of
viral loads that resulted in successful isolation
(fig. S4), uncertainty attributable to the routine
diagnostic laboratory context—including un-
controlled preanalytical parameters such as
transportation time and temperature, togeth-

er with the small isolation-positive sample
sizes—are insufficient to support a conclu-
sion that the distributions do not differ (see
materials and methods).

Estimating infectiousness over time

To investigate viral load over the course of the
infection, we estimated the slopes of a model
of linear increase and then decline of log10
viral load using a Bayesian hierarchical model.
The analysis used the time series of the 4344
subjects who had RT-PCR results on at least
3 days (with at least two tests being positive).
The number of subjects with multiple test
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Fig. 1. Distribution of age and first-positive viral load in PAMS, Hospita-
lized, and Other subjects. (A) Distribution of observed first-positive viral
loads for 25,381 subjects according to clinical status (6110 PAMS, 9519
Hospitalized, 9752 Other) and age group. (B) Age–viral load association.
Observed viral loads are shown as circles (circle size indicates subject count)
with vertical lines denoting confidence intervals; model-predicted viral loads

are shown as a black, roughly horizontal line, with gray shading denoting
credible intervals. (C) Stacked age histograms according to subject clinical
status. Because inclusion in the study required a positive RT-PCR test result,
and because testing is in many cases symptom-dependent, the study may
have a proportion of PAMS cases that differs from the proportion in the
general population.
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results skews heavily toward older subjects,
with very few below the age of 20 meeting
the criterion (Fig. 4A). We estimated time
from onset of shedding to peak viral load of
4.31 (4.04, 4.60) days, mean peak viral load
of 8.1 (8.0, 8.3), and mean decreasing viral
load slope of –0.168 (–0.171, –0.165) per day
(fig. S5). Figure S6 shows that while Hospi-
talized patients are estimated to be uniformly
highly infectious at peak viral load, the infec-
tiousness of PAMS subjects at peak load is
more variable.
The temporal placement of the full 18,136

RT-PCR results from these 4344 subjects (80%
of whom were hospitalized with COVID-19 at
some point in their infections) is shown in fig.
S7. Per-subject trajectories can differ consider-
ably from that described by the mean param-
eters (Fig. 4B and fig. S8). Across all subjects,
PAMS cases were on average detected 5.1 (4.5,
5.7) days after peak load, 2.4 (1.7, 3.0) days
before non-PAMS cases, whichwere on average
detected 7.4 (7.2, 7.6) days after peak load. We
estimate that 962 (914, 1010) of the 4344 sub-
jects [22.14% (21.04, 23.25)] had a first positive
test before the time of their peak viral load,
with amean of 1.4 (1.3, 1.5) days before reaching
peak viral load. Among the infections detected
after peak viral load, the timing of the first
positive RT-PCR test is estimated at 9.8 (9.6,
10.0) days after peak viral load, with SD of 6.9
(6.8, 7.0) days, reflecting a broad time range of
infection detection. Estimated peak viral loads
were higher in Hospitalized subjects than in
Other subjects, and higher in Other subjects
than in PAMS subjects, with differences of 0.68
(0.83, 0.52) and 0.96 (0.33, 1.53) respectively

(fig. S9 and table S3). No differences according
to gender were seen. Viral load time courses
were similar across age groups, although younger
subjects had lower peak viral load than adults
aged 45 to 55 (Fig. 5, A and C, fig. S10, and table
S4). Model parameters suggest a slightly longer
time to peak, a higher peak, and a more rapid
decline in viral load when the analysis is re-
stricted to subjects with successively higher num-
bers of RT-PCR results (fig. S11 and table S5),with
an increasing percentage of hospitalized subjects.
Differences inmodel parameters according to the
number of tests in subjects may reflect increased
parameter accuracy due to additional data, al-
though other factors associated with being tested
more frequently may be responsible. The
Bayesian estimation of the model agrees well
with a separate second implementation based
on simulated annealing (fig. S12, table S5, and
supplementary text).
We estimate that the rise from near-zero to

peak culture probability takes 1.8 (1.3, 2.6) days,
with a mean peak culture probability of 0.74
(0.61, 0.85). Mean culture probability then de-
clines to 0.52 (0.40, 0.64) at 5 days and to 0.29
(0.19, 0.40) at 10 days after peak viral load.
Subject-level time courses can deviate substan-
tially from thesemean estimates (Fig. 4C). Peak
culture probabilities for age groups range from
a low of 0.54 (0.39, 0.71) for 0- to 5-year-olds to
0.80 (0.67, 0.90) for subjectsmore than 65 years
old. The least infectious youngest children have
78% (61, 94) of the peak culture probability of
adults aged 45 to 55 (Fig. 5, B and D, and table
S4). An insufficient amount of data precludes a
reliable B.1.1.7 viral load time-series analysis at
this point.

Discussion
Limitations
Our analysis attempted to account for the ef-
fects of gender, PCR system, and test center
type. Althoughwe could not incorporate inter-
run variability or the variability in the sample
preanalytic (such as type of swab or initial
sample volume) in our conversion of RT-PCR
cycle threshold values to log10(viral load) val-
ues, these variabilities apply to all age groups
and do not affect the interpretation of data
for the purpose of our study. If the proportion
of subjects with a certain clinical status dif-
fers between age groups in the study sample,
this could lead to over- or underestimation of
differences in viral load between age groups.
However, as our study compares viral load
between age groups stratified by clinical status,
it appears unlikely that differential testing biases
our results.

Interpreting first-positive viral loads

Viral loads and their differences are not easy
to interpret without knowledge of when in the
disease course the samples were taken, and of
the correspondence between viral load and
shedding. The higher first-positive viral loads
in PAMS subjects than in Hospitalized subjects
are likely due to time of detection. This is sug-
gested in the first place by the estimated dif-
ference of 2.4 (1.7, 3.0) days in test timing, which
would produce a viral load difference of ~0.4
using the –0.168daily viral loaddecline gradient
from the (mainly hospitalized) time-series sub-
jects. Additionally, from the time series of
PAMS, Other, and Hospitalized subjects, we
can estimate that throughout the infection
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Table 2. Pairwise age comparisons of first-positive RT-PCR viral load and estimated culture probability calculated from spline regression or raw
data. Only the spline-based regression adjusts for effects of the test center and RT-PCR system. Differences are mean differences, with 90% credible intervals
or confidence intervals from null-hypothesis significance testing given in parentheses. P values are from Mann-Whitney U tests (96).

Spline-based regression (adjusted) Raw data (unadjusted)

Sample Comparison Culture probability difference log10(load difference) log10(load difference) P

All 0–5 vs. 20–65 –0.067 (–0.167, –0.002) –0.50 (–0.62, –0.37) –0.49 (–0.69, –0.29) <0.001
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

All 5–10 vs. 20–65 –0.054 (–0.132, –0.002) –0.40 (–0.50, –0.30) –0.38 (–0.64, –0.13) 0.004
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

All 10–15 vs. 20–65 –0.045 (–0.111, –0.002) –0.30 (–0.39, –0.22) –0.42 (–0.65, –0.18) <0.001
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

All 15–20 vs. 20–65 –0.033 (–0.076, –0.001) –0.18 (–0.23, –0.12) –0.16 (–0.31, –0.01) 0.033
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

PAMS 0–5 vs. 20–65 –0.067 (–0.167, –0.002) –0.50 (–0.62, –0.37) –0.49 (–0.69, –0.29) <0.001
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

PAMS 5–10 vs. 20–65 –0.112 (–0.279, –0.003) –0.63 (–0.96, –0.32) –0.37 (–1.00, 0.26) 0.213
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

PAMS 10–15 vs. 20–65 –0.092 (–0.228, –0.003) –0.51 (–0.77, –0.26) –0.86 (–1.46, –0.26) 0.004
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

PAMS 15–20 vs. 20–65 –0.064 (–0.162, –0.002) –0.35 (–0.54, –0.17) –0.56 (–1.10, –0.02) 0.034
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Hospitalized 0–5 vs. 20–65 –0.033 (–0.087, –0.001) –0.18 (–0.29, –0.07) –0.26 (–0.52, –0.01) 0.046
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Hospitalized 5–10 vs. 20–65 –0.028 (–0.104, 0.009) –0.18 (–0.45, 0.07) –0.36 (–1.10, 0.37) 0.115
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Hospitalized 10–15 vs. 20–65 –0.025 (–0.084, 0.003) –0.16 (–0.36, 0.03) –0.48 (–1.38, 0.43) 0.172
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Hospitalized 15–20 vs. 20–65 –0.022 (–0.071, 0.001) –0.14 (–0.29, 0.02) –0.11 (–0.97, 0.74) 0.625
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Other 0–5 vs. 20–65 –0.018 (–0.055, 0.000) –0.11 (–0.22, 0.01) 0.00 (–0.33, 0.33) 0.845
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Other 5–10 vs. 20–65 –0.058 (–0.148, –0.001) –0.36 (–0.51, –0.20) –0.33 (–0.55, –0.10) 0.004
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Other 10–15 vs. 20–65 –0.044 (–0.110, –0.001) –0.27 (–0.39, –0.15) –0.10 (–0.40, 0.20) 0.586
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Other 15–20 vs. 20–65 –0.026 (–0.072, –0.001) –0.16 (–0.27, –0.06) –0.31 (–0.58, –0.04) 0.045
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .
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course, the Hospitalized group has higher
viral loads than the Other group, whose viral
loads are in turn higher than those of the PAMS
group (fig. S9 and table S3). This relationship
holds across age groups (fig. S13) and also in

a fine-grained split of test centers by clinical
severity (fig. S14). Similarly, the lower first-
positive viral loads in elderly PAMS subjects
may be due to these subjects being less likely
to be tested as early because they are more

likely to be house-bound, less likely to be em-
ployed, less mobile, more cautious (therefore
disinclined to get tested with only mild symp-
toms), etc. The impact on infectiousness of
differences in viral loadmust be informed by
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Fig. 2. Estimated viral load and culture probability at time of first positive
RT-PCR test. Shaded regions denote 90% credible intervals in all panels. To
indicate change within each 90% region, shading decreases in intensity from a
narrow 50% credibility interval level to the full 90%. (A) Estimated mean viral
load in first-positive RT-PCR tests according to age and status. The stacked
histogram (right) shows the observed viral load distribution. Because the shaded
region shows the 90% credible interval for the mean, it does not include the
higher values shown in the histogram on the right. (B) Differences in estimated
first-positive viral load according to age and status. Each colored line is specific to
a particular subset of subjects (PAMS, Hospitalized, Other). Each line shows
how viral load differs by age for subjects of the corresponding status from
that of 50-year-old (rounded age) subjects of the same status. The comparison
against 50-year-olds avoids comparing any subset of the subjects against a value
(such as the overall mean) that is computed in part on the basis of that subset,
thereby partially comparing data to the same data. The mean first-positive viral loads
for 50-year-old PAMS and Hospitalized subjects are 7.2 and 6.2, respectively,
allowing relative y-axis differences to be translated to approximate viral loads.

(C) Estimation of the association between viral load and cell culture isolation success
rate based on data from our own laboratory (19) and Perera et al. (20). Viral load
differences in the log10 range ~6 to ~9 have a large impact on culture probability,
whereas the impact is negligible for differences outside that range. The vertical lines
indicate the observed mean first-positive viral loads for different subject groups;
the horizontal lines show the corresponding expected probabilities of a positive
culture. (D) Estimated culture probability at time of first-positive RT-PCR according
to age and status, obtained by combining the results in (A) and (C). Culture
probability is calculated from posterior predictions [i.e., the posterior means shown
in (A) plus error variance]. The histogram at right shows that mean culture
probabilities calculated from observed viral loads are not well matched by credible
intervals, which do not include the most probable estimated culture probabilities.
(E) Culture probability with highest–posterior density regions, which do include
the most probable estimated culture probabilities and match the histograms in
(D) well. The y axis is the same as in (D). (F) Differences of estimated expected
culture probability at time of first-positive RT-PCR for age groups, with plot elements
as described for (B).
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where the viral loads fall on the viral load–
culture probability curve. In our data, the viral
loads involved in the difference betweenmeans
in children and adults and the difference be-
tweenmeans in B.1.1.7 and non-B.1.1.7 subjects
result in quite different corresponding culture
probabilities (see below).

A highly infectious minority and overdispersion

The bimodal distribution of culture probabil-
ities (Fig. 2, D and E) shows a small group of
8.78% of highly infectious subjects. This quali-
tatively agrees with a model (21) and a study
(22) concluding that 10% and 15% of index
cases, respectively, may be responsible for 80%
of transmission. Other studies reported that
8 to 9% of individuals harbored 90% of total
viral load (23), and that in cases from India
(24) and Hong Kong (6) ~70% of index cases
had no secondary cases. PAMS subjects can be
construed to pose a risk for several reasons:
36.1% of the highly infectious subjects in our
studywere PAMSat the time of the detection of
their infection, their mean age was 37.6 years
with a high standard deviation of 13.4 years (figs.
S2 and S3), and we estimate that infectiousness
peaks 1 to 3 days before onset of symptoms
(if any).

Comparison with influenza virus

Without direct knowledge from a large num-
ber of SARS-CoV-2 transmission events, we could
try to draw conclusions regarding infectiousness
from studies of other respiratory viruses, such
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Fig. 3. Posterior distributions of estimated viral loads and culture probabilities for B.1.1.7 and non-B.1.1.7
subjects, and their differences. Viral loads and estimated culture probabilities of 1387 B.1.1.7 subjects and
977 non-B.1.1.7 subjects are represented. To select a comparable subset of non-B.1.1.7 viral loads for the
comparison, we included only non-B.1.1.7 subjects from test centers that had detected a B.1.1.7 variant as
well as at least one non-B.1.1.7 subject, and only if the non-B.1.1.7 infection was detected on the same day as
a B.1.1.7 infection was detected, plus or minus 1 day. Similar differences exist when viral loads from larger,
less restrictive, subsets of non-B.1.1.7 subjects are used in the comparison (table S2; see materials and
methods). (A) Posterior distribution of viral load. (B) Posterior distribution of difference of average viral load
between B.1.1.7 and non-B.1.1.7 cases. (C) Posterior distribution of the estimated culture probability. See
also fig. S2. (D) Difference of mean culture probability between B.1.1.7 and non-B.1.1.7 cases. Horizontal lines
indicate 90% credible intervals in (A), (B), and (D) and the highest posterior density intervals in (C).
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Fig. 4. Viral load and estimated infectious virus shedding time series.
Of 25,381 positive subjects, 4344 had three or more RT-PCR test results available,
and these were used in a viral load time-series analysis. Subjects with only one
result cannot be placed in time because of inherent ambiguity (given that the
model has both an increasing and a decreasing phase), and those with only two
test results are excluded from the time-series analysis because of insufficient
data for temporal placement (their number of data points is less than the
number of model parameters being estimated). (A) Number of subjects with
three or more RT-PCR test results available, at least two of which were positive,
according to age. (B) Estimated time course of viral load for 18,136 RT-PCR
results from the 4344 subjects with at least three RT-PCR results. Blue lines are

expected complete time courses for individual cases. The sample mean is shown
in red, with its 90% credible interval as a shaded area. The histogram at right
shows the distribution of all observed viral loads. The histogram values at zero
correspond to the initial and trailing negative tests in subject timelines. Figure S8
shows raw viral load time series, per subject and split by number of RT-PCR
tests. (C) Estimated time course of positive cell culture probability, calculated by
applying the results shown in Fig. 2C to the estimated viral load time courses in (B).
Blue lines are expected time courses for individual subjects. The sample average is
shown in red, with its 90% credible interval as a shaded area. The histogram at
right shows the distribution of culture probabilities in the sample and was obtained
by applying the curve in Fig. 2C to the data in the histogram in (B).
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as influenza.However, it has become clear that
there are important differences and uncertain-
ties that would cast doubt on such a compar-
ison. Influenza may have later onset of viral
shedding; shedding finishes earlier; there may
be a lower secondary attack rate; viral loads are
much lower; there is variation between virus
subtypes; the role of asymptomatic subjects
in transmission is uncertain or thought to be
reduced; and the frequency of asymptomatic
infections is uncertain, especially in children
(10, 11, 25–29). Age-specific behavioral differ-
ences do, however, make a large contribution
to the established higher shedding of children
relative to adults in influenza. This should be
an important consideration for SARS-CoV-2,
as shown by studies indicating higher trans-
mission between children of similar ages (6, 24)
and high transmission heterogeneity (22). De-
spite many decades of close study of influenza
virus, the relationship between viral load and
transmission is unclear (10, 11). The situation
with respiratory syncytial virus is even less

clear (30). Understanding SARS-CoV-2 trans-
mission will likely be at least as challenging,
given the high frequency of transmission from
PAMS subjects (1–8). This suggests an important
role for clinical parameters, given the apparently
strong association between viral load and trans-
mission, independent of symptoms (9).

Estimated infectiousness in the young

The differences we observe in first-positive
RT-PCR viral load between groups based on
age are minor, as in other studies (31–35), and
the viral loads in question—in the range of 5.9
to 6.6 (Table 1)—are in a region of the viral load–
culture probability associationwhere changes in
viral load have relatively little impact on esti-
mated culture probability (Fig. 2C). Compar-
isons between adult viral loads and those of
children, and the relative infectious risks they
pose, are impeded by the likely influence of
nonviral factors. Nasopharyngeal swab samples,
which often carry higher viral loads, are rarely
taken from young children because they can

be painful, and the sample volume carried by
smaller pediatric swab devices is lower than in
larger swabs used for adults (36). Infections in
mildly symptomatic children may be initially
missed and only detected later (37), resulting
in lower first-positive viral loads. Our results of
similar viral load trajectories for children and
adults (Fig. 5), and the numeric range of the
viral load values in question (Fig. 2C), suggest
that viral load differences between children
and adults are too small to be solely respon-
sible for large differences in infectiousness.
The impact on transmission of general age-
related physiological differences, such as differ-
ent innate immune responses (38), may be
small relative to the impact of large differences
in frequency of close contacts and transmis-
sion opportunities.

Timing of estimated peak infectiousness relative
to onset of symptoms

We estimated the time from onset of shedding
to peak viral load at 4.3 days. Previous studies
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Fig. 5. Estimated expected viral
load and culture probability
for age groups by time.
(A) Change in estimated viral load
over time according to age group
for 4344 subjects with at least
three RT-PCR tests, at least two of
which were positive. Shading
indicates the 90% credible inter-
val of the mean. (B) Change in
estimated culture probability over
time according to age. Age
groups, coloring, and shading are
as in (A). (C) Estimated age group
differences in mean peak viral
load, corresponding to the values
at day zero in (A). (D) Estimated
age group differences in mean
peak culture probability,
corresponding to the values at day
zero in (B). In (C) and (D),
adjusted differences account for
variations by age in clinical
status and gender. Dotted lines
indicate grand means for the
4344 subjects.
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and reviews of COVID-19 report mean incu-
bation times of 4.8 to 6.7 days (4, 39–44),
which suggests that, on average, a period of
high infectivity can start several days before
the onset of symptoms. Viral load rise may
vary between individuals, and limitations of
the available data suggest that our analysis
may underestimate interindividual variation
in viral load increase. The failure to isolate
virus in cell culture beyond 10 days from
symptom onset (19, 20, 35, 45, 46), together
with our estimated slope of viral load decline,
also suggest that peak viral load occurs 1 to
3 days before symptom onset (supplementary
text). Data from 171 hospitalized patients from
a Charité-Universitätsmedizin cohort suggest a
figureof4.3days (fig. S15and supplementary text).

Estimated infectiousness of the B.1.1.7 variant

We found that people infected with a B.1.1.7
virus had a first-positive viral load that was
~1 higher than in people infected with a wild-
type virus. The scale of the viral load difference,
and its presence in the comparison between
B.1.1.7-infected and non–B.1.1.7-infected subjects
drawn from the same test centers at the same
times, argue that the difference is not due to
a systematic difference in time of sampling.
The higher B.1.1.7 viral load can be compared
to the findings of two large and closely con-
trolled UK studies, a mortality study (47) and
a vaccine trial (48), which imply higher B.1.1.7
viral loads by a factor of 5 to 10 (based on RT-
PCR cycle threshold differences of 2.3 and ~3,
respectively). Several other studies also appear
to point to a higher B.1.1.7 viral load (49–52)
(supplementary text).
Themean B.1.1.7 viral load value in our study

falls in a region of the viral load–culture prob-
ability curve with a steep gradient (Fig. 2C),
resulting in an estimated culture probability
considerably higher than for non-B.1.1.7 subjects.
Although a strong correlation has been observed
betweenSARS-CoV-2viral loadand transmission
(9), here we are estimating infectivity probability
from cell culture trials. Any impact of a change
in viral load on transmission will be highly
dependent on context, so the large difference
in estimated culture probability in our data is
only a proxy indication of potentially higher
transmissibility of the B.1.1.7 strain.We estimate
that B.1.1.7-infected subjects’mean culture prob-
ability is higher than that of non–B.1.1.7-infected
subjects by a factor of 2.6. This can be compared
to a UK study that found a factor of 1.3 relative
increase in secondary attack rates for B.1.1.7
index cases in ~60,000 household contacts (53),
a UK study estimating a factor of 1.7 to 1.8 in-
crease in transmission (54), and an estimate of
a 43% to 90%higher reproductive number (55).

Summary

Our results indicate that PAMS subjects in
apparently healthy groups can be expected to

be as infectious as hospitalized patients at the
time of detection. The relative levels of expected
infectious virus shedding of PAMS subjects
(including children) is of high importance be-
cause these people are circulating in the
community and it is clear that they can trigger
and fuel outbreaks (56). The results from our
time-series analysis, and their generally good
agreement with results from studies based on
other metrics (often epidemiological), show
that accurate estimations can be directly ob-
tained from two easily measured virological
parameters, viral load and sample cell culture
infectivity. Such results canbe put tomanyuses:
to estimate transmission risk from different
groups (by age, gender, clinical status, etc.), to
quantify variance, to show differences in virus
variants, to highlight and quantify overdisper-
sion, and to inform quarantine, containment,
and elimination strategies. Our understanding
of the timing andmagnitude of change in viral
load and infectiousness, including the impact
of influencing factors, will continue to improve
as data from large studies accumulate and are
analyzed. A major ongoing challenge is to con-
nect what we learn about estimated infectious-
ness from these clinical parameters to highly
context-dependent in vivo transmission. On
the basis of our estimates of infectiousness of
PAMS subjects and the higher viral load found
in subjects infected with the B.1.1.7 variant, we
can safely assume that nonpharmaceutical in-
terventions such as social distancing andmask
wearing have been key in preventing many
additional outbreaks. Such measures should
be used in all social settings and across all age
groups wherever the virus is present.

Materials and methods
Age ranges

Age categories for the analysis of the first-
positive test results mentioned in the text in-
dicate mathematically open-closed ranges of
years (e.g., 0-5 signifies (0-5] years). We group
subjects up to 20 years old into age categories
spanning 5 years, subjects from 20 to 65 years
into an adult group, and elderly subjects into a
65+ category. This categorization is motivated
by the observed data and the Bayesian estima-
tion of viral load differences between children
of different ages and adults. The age groupings
used in the viral load time-series analysis are
broader in the younger categories to increase
the cardinality of those groups, because few
young people have at least three RT-PCR tests
(Fig. 4A).

Viral loads

Viral load is semiquantitative, estimating RNA
copies per entire swab sample, whereas only a
fraction of the volume can reach the test tube.
The quantification is based on a standard
preparation tested in multiple diluted repli-
cates to generate a standard curve and derive a

formula in which RT-PCR cycle threshold values
are converted to viral loads. This approach does
not reflect inter-run variability or the variability
in the sample preanalytic, such as type of swabor
initial sample volume (varying between 2.0 and
4.3 ml). However, these variabilities apply to all
age groups anddonot affect the interpretationof
data for the purpose of the present study.
Viral load figures are given as the logarithm

base 10. Viral load is estimated from the cycle
threshold (Ct) value using the empirical formu-
lae 14.159 – (Ct × 0.297) for the Roche Light
Cycler 480 system and 15.043 – (Ct × 0.296) for
the Roche cobas 6800/8800 systems. The
formulae are derived from testing standard curves
and cannot be transferred to calculate viral load in
other laboratory settings. Calibration of the sys-
tems and chemistries in actual use is required.

B.1.1.7 viral load analysis

No analysis regarding symptomatic status was
made for B.1.1.7 subjects because of uncertain-
ties regarding exact operational protocols at
outbreak hospitals. B.1.1.7 assignment to sam-
ples was initially made according to typing
RT-PCR tests that detect the N501Y and 69/70
deletion in the amino acid sequence of the
virus spike protein. Examination of the com-
plete viral genome of 49 samples confirmed
that the subjects were in fact infected with the
B.1.1.7 variant, with all variant-defining sub-
stitutions and deletions (57) found in all cases.
No consistent additionalmutations or deletions/
insertions were found in the sequences.
Sequencing read mapping was performed

with Bowtie, with alignment using MAFFT
and visual inspection using Geneious Prime
(all version numbers given below). For the
statistical comparison of B.1.1.7 and non-B.1.1.7
subjects, we identified test centers (hospital
departments or wards, or organizations outside
hospitals) that reported B.1.1.7 cases, and chose
as comparison groups non-B.1.1.7 cases that
were detected in these test centers on the
same day or 1 day earlier or later. By modeling
random effects for test centers, we estimate the
expected viral load difference as the average of
the within-test center differences. The consistent
effect of B.1.1.7 throughout a range of comparison
scenarios is shown in table S2.

Sample type

An estimated 3% of our samples were from the
lower respiratory tract. These were not removed
from the dataset because of their low frequency
and the fact that the first samples for patients
are almost universally swab samples. Samples
from the lower respiratory tract are generally
taken from patients only after intubation, by
which point viral loads have typically fallen.

PAMS status

Metadata needed to discriminate patients into
subcohorts on the basis of underlying diseases,
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outcome, or indications for diagnostic test ap-
plication, including symptomatic status, were
not always available. In the absence of subject-
level data, we inferred PAMS status using the
type of submitting test center as an indicator,
classifying subjects as PAMS at the time of
testing if their first-positive sample was taken
from a walk-in COVID-19 test center and the
subject had no later RT-PCR test done in a
hospitalized context (e.g., in a ward or an in-
tensive care unit). The correspondence between
viral load and PAMS status derived herein may
therefore be less accurate than in studies with
subject-level symptom data. However, we make
no formal claims regarding symptomatic status,
and instead emphasize the fact that these PAMS
subjects were healthy enough to be presenting
at walk-in COVID-19 test centers, and were
therefore capable to some extent, at that time,
of circulating in the general community.

Bayesian analysis of age–viral load associations

We estimated associations of viral load and age
with a thin-plate spline regression using the
brms package (58, 59) in R (60). Spline coeffi-
cients were allowed to vary between groups
determined by the clinical status (PAMS, Hos-
pitalized, or Other), and random intercepts cap-
tured effects of test centers. To reduce the
impact of outliers,weusedStudent t–distributed
error terms. The analysis additionally accounted
for baseline differences between subject groups,
B.1.1.7 status, gender, and for the effect of the
RT-PCR system. We also estimated the associ-
ation between viral load and culture proba-
bility in order to calculate the expected culture
probability at different age levels. This analysis
used weakly informative priors and was esti-
mated using four chains with 1000 warm-up
samples and 2000 post–warm-up samples. Con-
vergence of MCMC chains was examined by
checking that potential scale reduction factors
(R-hat) values were below 1.1. All calculations
of age averages and group differences are based
on posterior predictions generated from esti-
mated model parameters. Expected probabi-
lities of positive cultures (and their differences)
were calculated by applying the posterior dis-
tribution ofmodel parameters from the culture
probabilitymodel to posterior predictions from
the age association model.

Combining culture probability data

To estimate the association between viral load
and culture probability, we used data previ-
ously described byWölfel (19) and Perera (20).
Four other datasets could not be included
because Ct values were not converted to viral
loads (35, 46, 61, 62). The data from the study
by van Kampen et al. (63) were not included
because they differed (by viral load of ~1.0)
from the data used for the current analysis
(97); this is likely due to a combination of fac-
tors includingmany patients who were in crit-

ical or immunocompromised condition, a high
proportion of samples obtained from the lower
respiratory tract (including late in the infectious
course), and likely differences in cell culture
trials. It is unsurprising that these data result
in a shifted viral load/culture probability curve,
and we excluded them because our focus was
largely on first positive RT-PCR results from the
upper respiratory tract, including from many
subjects who were PAMS. [See (97) for a figure
comparing the plot of the van Kampen dataset
to the two we used.] To calculate the expected
culture probability, by age (as in Fig. 2D) or by
day from peak viral load (as in Fig. 4C), we
combined the estimated viral loads (Figs. 2A
and 4B) with the results of the regression of
culture probability shown in Fig. 2C. We used
posterior predictions from the age regression
model, which reflect the variation of viral load
within age groups, to estimate culture proba-
bilities by age. For instance, to obtain the cul-
ture probability for a specific age and group,
we look up the estimated (expected) viral load
for that group, add an error term according to
the estimated error variance, and, using the
association shown in Fig. 2C, determine the
expected culture probability. We used expected
time courses (i.e., the model’s best guess for
a time course) to estimate culture probability
time courses.

B.1.1.7 isolation data

The Institute of Virology at Charité–Universitäts-
medizin Berlin routinely receives SARS-CoV-2–
positive samples for confirmatory testing and
sequencing. For this study we used anonymized
remainder samples from a large laboratory in
northern Germany, which were all stored in
phosphate-buffered saline (PBS) and therefore
suitable for cell culture isolation trials. Sample
transport to the originating lab and later to
Berlin was unrefrigerated, via road. As part of
the routine testing, these samples were classi-
fied by typing RT-PCR and complete genome
sequencing (64); 113 B.1.1.7 lineage samples
and 110 B.1.177 lineage samples were selected,
with approximatelymatched (pre-inoculation)
SARS-CoV-2 RNA concentrations. Caco-2 (hu-
man colon carcinoma) cell cultures (65) were
inoculated twice from each sample, once with
undiluted material and once with a 1:10 dilu-
tion. The diluted inoculant was used to reduce
the probability of culturing failure due to the
possible presence of host immune factors (anti-
bodies, cytokines, etc.) that might have a nega-
tive impact on isolation success, and to reduce
thepossibility of other unrelated agents (bacteria,
fungi, etc.) resulting in cytopathic effect in the
culture system. For cell culture isolation trials,
1.6 × 105 cells were seeded per well in a 24-well
plate. Cells were inoculated with swab suspen-
sions for 1 hour at 37°C, subsequently rinsed
with PBS, and fedwith 1 ml of freshDulbecco’s
modified Eagle’s minimum essential medium

(DMEM; ThermoFisher Scientific) supplemented
with 2% fetal bovine serum (FBS; Gibco),
penicillin and streptomycin (P/S; 100 U/ml and
100 mg/ml, respectively; ThermoFisher Scien-
tific), and amphotericin B (2.5 mg/ml; Biomol),
then incubated for 5 days before harvesting
supernatant for RT-PCR testing. Positive cell
culture isolation was defined by aminimum 10×
higher SARS-CoV-2RNA load in the supernatant
compared to the inoculant and signs of a typical
SARS-CoV-2 cytopathic effect. Culture isolation
was successful for 22 B.1.1.7 and 61 B.1.177 sam-
ples. Because of uncertainty regarding sample
handling before arrival at the originating
diagnostic laboratory and the unrefrigerated
transport, it was not possible to determine
whether isolation failures were due to samples
containing no infectious particles (due to sam-
ple degradation) or for other reasons. Such
reasons could include systematic handling dif-
ferences according to variant typeor adifference
in virion stability and durability regarding en-
vironmental factors such as temperature. There-
fore, samples with negative isolation outcome
were excluded from analysis. The strong
likelihood of many cases of complete sample
degradation is evident from the isolation failure
ofmany sampleswith high pre-inoculation viral
load, with the viral load in these cases merely
indicating the presence of noninfectious SARS-
CoV-2 RNA (fig. S4). Given this context, we
were reduced to questioning whether there
might be a difference in the range of viral
loads that were able to result in isolation
between B.1.1.7 and non-B.1.1.7 variants. Such a
difference could result from a difference in
the ratio of viral RNA to infectious particles
produced by the variants, or from a difference
other than viral load in the variants. We ex-
amined the distribution of pre-inoculation viral
loads from isolation-positive samples fromboth
variants for a difference. No statistically signif-
icant difference was found, but in the converse,
the isolation-positive sample sizes are too low
to support the assertion that the distributions
do not differ.

Estimating viral load time course

Each RT-PCR test in our dataset has a date,
but no information regarding the suspected
date of subject infection or onset of symptoms
(if any). Although determining the day of peak
viral load for a single person based on a series
of dated RT-PCR results would not in general
be feasible because of individual variation,
data from a large enough set of people would
enable the inference of a clear and consistent
model of viral load change over time with very
few assumptions.
We included a single leading and/or trailing

negative RT-PCR result, if dated within 7 days
of the closest positive RT-PCR. To produce a
model of typical viral load decline on a rea-
sonable single-infection time scale, we excluded
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subjects whose full time series contains posi-
tive RT-PCRs spread over a period exceeding
30 days. Such time series may be attributable
to contamination, to later swabbing that picks
up residual RNA fragments in tonsillar tissue
(66), or to re-infection (67–69), or they may
represent atypical infection courses (such as in
immunocompromised or severely ill elderly
patients) (70). We excluded data from subjects
with an infection delimited by both an initial
and a trailing negative test when there was only
a single positive RT-PCR result between them.
We estimated the slopes for a model of

linear increase and then decline of log10(viral
load). To compensate for the absence of infor-
mation regarding time of infection, we also
estimated the number of days from infection
to the first positive test for each participant, so
as to position the observed time series relative
to the day of peak viral load. The analysis was
implemented in two ways. Initially, simulated
annealing was used to find an optimized fit of
the parameters, minimizing a least-squares
error function. Second, a Bayesian hierarchical
model estimated subject-specific time courses,
imputed the viral load assigned to each initial
or trailing negative test, and captured effects
of age, gender, clinical status, and RT-PCR sys-
tem with model parameters. We tested both
methods on data subsets ranging from subjects
with at least three to at least nineRT-PCR results.
The two methods produced results that were in
generally good agreement (table S5). The finer-
grained Bayesian approach appears more sensi-
tive than the simulated annealing; its results, for
subjects with at least three RT-PCR results, are
those described in the main text.
Simulated annealing approach: A simulated

annealing optimization algorithm (71) was used
to adjust the time series for each subject slightly
earlier or later in time, by amounts drawn from
a normal distribution with mean 0.0 and stan-
dard deviation 0.1 days. The error function was
the sum of squares of distances of each viral
load from a viral load decline line whose slope
was also adjusted as part of the annealing
process. In the error calculation, negative test
results were assigned a viral load of 2.0, in
accordance with our SARS-CoV-2 assay limit
of detection and sample dilution (19). The ini-
tial slope of the decline linewas set to –2.0 and
was varied using N(0, 0.01). A second, op-
tional, increase line initialized with a slope of
2.0, adjusted using an N(0, 0.01) random var-
iable, was included in the error computation if
the day of a RT-PCR test was moved earlier
than day zero (the modeled day of peak viral
load). The height of the intercept (i.e., the es-
timated peak viral load) between the increase
line (if any) and the decline line was also
allowed to vary randomly [starting value 10.0,
varied using N(0, 0.1)]. The full time series for
each subject was initialized with the first posi-
tive result positioned at day 2 + N(0.0, 0.5)

after peak viral load. The random-move step of
the simulated annealing modified either of
the two slopes or the intercept, each with
probability 0.01, otherwise (with probability
0.97) one subject’s time series was randomly
chosen to be adjusted earlier or later in time.
After the simulated annealing stage, each time
series was adjusted to an improved fit (when
possible) based on the optimized increase and
decline lines. Linear regression lines were then
fitted through the results occurring before and
after the peak viral load (x = 0) and compared
to the lines with slopes optimized by the sim-
ulated annealing alone. This final step helped
to fine-tune the simulated annealing, in par-
ticular sometimes placing a time series much
earlier or much later in time after it had
stochastically moved initially in a direction
that later (when the increase and decline line
slopes had converged) proved to be suboptimal.
The slopes of the lines fitted via linear re-
gression after this final step were in all cases
very similar (generally ±0.1) to those produced
by the initial simulated annealing step. The
final adjustments can be regarded as a last
step in the optimization, using a steepest-
descent movement operator instead of an
uninformed random one. A representative
optimization run for subjects with at least three
RT-PCR results is shown in fig. S12.
Bayesian approach: The Bayesian analysis

of viral load time course implements the same
basic model, and additionally estimates asso-
ciations of model parameters with covariates
age, gender, B.1.1.7 status, and clinical status,
estimates subject-level parameters (slope of
log10 viral load increase, peak viral load, slope
of log10 viral load decrease) as random effects,
and accounts for effects of PCR system and
test center types with random effects. To esti-
mate the number of days from infection to the
first test (henceforth “shift”), we constrained the
possible shift values from –10 to 20 days and
used a uniformprior on the support. In contrast
to the other subject-level parameters, we esti-
mated subject-level shifts independently (i.e.,
without a hierarchical structure). Figure S7
shows the placement in time of individual
viral loads after shifting for subjects with
RT-PCR results from at least 3 days. Model
parameters changed gradually when subsets
of subjects with an increasingminimum num-
ber of RT-PCR results, from three to nine, were
examined (fig. S11 and table S5). The viral load
assigned to negative test results (which may
include viral loads below the level of detec-
tion) is estimated with a uniform prior on the
support from –Inf to 3 (see also the caption of
fig. S7). Using prior predictive simulations, we
specified (weakly) informative priors for this
analysis. This analysis was implemented in
Stan (72), as described in (97).
Checking convergence of the model param-

eters showed that although 99.3% of all pa-

rameters convergedwith an R-hat value below
1.1, some subject-level parameters of 118 sub-
jects (among 4344 subjects with at least three
RT-PCR results) showed R-hat values between
1.1 and 1.74. Inspection of these parameters
showed that these convergence difficulties were
due to observed time courses that could arguably
be placed equally well at the beginning or a later
stage of the infection. Figure S16 shows a set of
81 randomly selected posterior predictions, to
give an impression of time-series placement;
fig. S17 shows the 49 participants with the pa-
rameterswith thehighestR-hat values. Although
the high R-hat values could be removed by using
a mixture approach to model shift for these
participants, in light of their low frequency we
retained the simpler model to avoid additional
complexity. Alternatively, constraining the shift
parameter to negative numbers would also
improve R-hat values for these subjects, at the
cost of the additional assumption that infec-
tions are generally not detected weeks after
infection.
Sensitivity analysis: In addition to exam-

ining the viral load time series of subjects with
RT-PCR results on at least 3 days, we tested
both approaches on data from subjects with
results from a minimum of 4 to 9 days. Given
the degree of temporal viral load variation seen
in other studies (18–20, 35, 41, 46, 63, 73, 74)
and in our owndata, our expectationwas that a
relatively high minimum number of results
might be required before reliable parameter
estimates with small variance would be ob-
tained, but this proved not to be the case. The
simulated annealing approachwas testedwith
a wide range of initial slopes and intercept
heights as well as seven different methods for
the initial placement of time series. In general,
maximum viral load and decline slopes were
robust to data subset and initial time-series
location, although there was variation in the
length of the time to peak viral load, depend-
ing on how early in time the time series were
initially positioned, the initial slopes of the
increase and decrease lines and height of the
maximum viral load. This is as expected, as
the settings of these parameters can be used
to bias the probability that a time series is
initially positioned early or late in time and
how difficult it is for it to subsequently move
to the other side of the peak viral load at day
zero. Table S5 shows parameter values for
both approaches on the various data subsets.
Onset of shedding: We define the onset of

shedding as the time point at which the in-
creasing viral load crosses zero of the log10
y axis—that is, when just one viral particle
was estimated to be present. Because the es-
timated time of infection depends on the esti-
mated peak viral load and the slope with
which viral load increases, the data should
optimally include multiple pre-peak viral load
test results for each individual. If, as in the
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current dataset, only a subset of subjects have
test results from pre-peak viral load, a hier-
archical modeling approach still allows calcu-
lating subject-level estimates. Intuitively, this
approach uses data from all subjects to calcu-
late an average slope parameter for increasing
viral load. In addition, it models subject-level
parameters as varying around the group-level
parameter. To further refine the estimation of
slope parameters, the model also uses the age
(see fig. S10), gender, and clinical status as co-
variates. Because negative test results could be
false negatives, viral loads for these tests are
imputed (with an upper bound of 3). Subject-
level peak viral load and declining slope are
modeled with the same approach. More gen-
erally, using a hierarchical model and shrink-
age priors for the effects of covariates results
in more accurate predictions in terms of ex-
pected squared error (75) compared to analyz-
ing each subject in isolation, but the overall
improvement introduces a slight bias toward
the group mean, resulting in an underesti-
mation of the true variability of subject-level
parameters. This is especially the case if, as in
the current dataset, subject-level data are sparse.
Onset of symptoms: The 317 onset-of-symptoms

dates for hospitalized patients were collected
as part of the Pa-COVID-19 study, a prospec-
tive observational cohort study at Charité–
Universitätsmedizin Berlin (76, 77), approved
by the local ethics committee (EA2/066/20),
conducted according to the Declaration of
Helsinki and Good Clinical Practice principles
(ICH 1996), and registered in the German and
WHO international clinical trials registry
(DRKS00021688).

Software

The following Python (version 3.8.2) software
packages were used in the data analysis and
in the production of figures: Scipy (version
1.4.1) (78), pandas (version 1.0.3) (79), statsmodels
(version 0.11.1) (80), matplotlib (version 3.2.1)
(81), numpy (1.18.3) (82), seaborn_sinaplot (83),
simanneal (version 0.5.0) (71), and seaborn
(version 0.10.1) (84). Sequence analysis used
Bowtie2 (2.4.1) (85), bcftools and samtools (1.9)
(86, 87), Geneious Prime (2021.0.3) (88), ivar
(1.2.2) (89), and MAFFT (4.475) (90). Analyses
in R (4.0.2) (60) were conducted using the fol-
lowing main packages: brms (2.13.9) (58, 59),
rstanarm (2.21.1) (91), rstan (2.21.2) (92), data.
table (1.13.3) (93), and ggplot2 (3.3.2) (94).
Bayesian analysis in R was based on Stan
(2.25) (72). Parallel execution was performed
with GNU Parallel [20201122 (‘Biden’) (95)].

Data curation and anonymization

Research clearance for the use of routine data
from anonymized subjects is provided under
paragraph 25 of the Berlin Landeskranken-
hausgesetz. All data are anonymized before
processing to ensure that it is not possible to

infer patient identity from any processing re-
sult. All patient information is securely com-
bined into a token that is then replaced with a
value from a strong one-way hash function
prior to the distribution of data for analysis.
Viral loads are calculated from RT-PCR cycle
threshold values that have only one decimal
place of precision.
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