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Abstract

Background and Aims: Infection with Covid‐19 disease can lead to mortality in a

short time. Early prediction of the mortality during an epidemic disease can save

patients' lives through taking timely and necessary care interventions. Therefore,

predicting the mortality of patients with Covid‐19 using machine learning techniques

can be effective in reducing mortality rate in Covid‐19. The aim of this study is to

compare four machine‐learning algorithm for predicting mortality in Covid‐19

disease.

Methods: The data of this study were collected from hospitalized patients with

COVID‐19 in five hospitals settings in Tehran (Iran). Database contained 4120

records, about 25% of which belonged to patients who died due to Covid‐19. Each

record contained 38 variables. Four machine‐learning techniques, including random

forest (RF), regression logistic (RL), gradient boosting tree (GBT), and support vector

machine (SVM) were used in modeling.

Results: GBT model presented higher performance compared to other models

(accuracy 70%, sensitivity 77%, specificity 69%, and the ROC area under the curve

0.857). RF, RL, and SVM models with the ROC area under curve 0.836, 0.818, and

0.794 were in the second and third places.

Conclusion: Considering the combination of multiple influential factors affecting

death Covid‐19 can help in early prediction and providing a better care plan. In

addition, using different modeling on data can be useful for physician in providing

appropriate care.
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1 | INTRODUCTION

The Covid‐19 pandemic put pressure on the economic and health

infrastructures all over the world. A greater focus on early clinical

interventions could be beneficial in reducing mortality rate.1 Patients

with an acute condition need to be admitted to the intensive care

unit (ICU) and use a ventilator. Studies have shown in that at the peak

of this disease, about half of the patients with an acute condition in

developed and developing countries were not able to receive special

ICU equipment on time, and 30% of the deceased patients did not
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receive mechanical ventilation on time.2 A sharp increase in the

demand for medical resources, as well as a shortage of hospital beds

and critical care equipment to treat patients in a timely manner can

become a crisis; therefore, the rapid identification of patients at high

risk of mortality can be a key factor in reducing mortality rate. The

body's immune system is effective in improving the treatment

process of viral diseases, but in this emerging disease, physicians

are often unable to accurately predict the condition of patients with

immune system defects affected by Covid‐19 from the time of

admission to the next stages of the disease, because this disease

affects the immune system of each person differently. In addition,

due to the nature of the Covid‐19, a patient's stable condition can

rapidly deteriorate3 and challenge even the most skilled physicians.

Data from epidemiological studies show that severe disease occurs in

approximately 20% of patients and at older ages. In addition,

comorbidities and cardiovascular diseases are associated with a

worse prognosis.3,4 Therefore, identifying key factors in patients with

Covid‐19 is critical in the prognosis of the disease.5,6 Early prediction

of mortality rate among patients with Covid‐19 can lead to efficient

allocation of resources and setting effective care plans. In recent

years, there has been an increasing attention to the application of

machine learning in predicting diseases through identifying compli-

cated patterns in large data sets.7,8 This study aimed to apply

machine‐learning approaches in predicting the mortality of patients

with Covid‐19. Studies have shown that elderly patients have a

weaker immune response to Covid‐19, therefore, the elderly have

also been a group of the population that has been severely affected

by the infection of Covid‐19.9,10 Also, it has been reported that

mortality is higher in men than women, which could be due to

reasons including higher prevalence of chronic diseases among men

(cardiovascular disease, hypertension, and lung disease) as well as

higher smoking compared to women. Other studies have explained

the gender difference in Covid‐19 mortality with higher ACE2

(angiotensin‐converting enzyme 2) receptor levels observed in

Asian men11–13

To identify influential risk factors for in‐hospital death due to

Covid‐19, the OpenSAFELY platform investigated the 17.4 million of

British patients electronic health records. Scientists have identified

the number of risk factors affecting in mortality of Covid‐19 such as

old age, socioeconomic status, sex, race, and some clinical conditions

(hypertension, diabetes, obesity, cancer, respiratory diseases, heart,

kidney, liver, neurological, and autoimmune conditions).14–16

In 93 countries, to the correlation between the presence of the

disease and the prevalence of death in patients with Covid‐19, eight

diseases (asthma, lung cancer, chronic obstructive pulmonary disease

[COPD], Alzheimer's disease [AD], high blood pressure, ischemic

heart disease, depression, and diabetes) were analyzed. Also, the

analysis of six social and demographic factors [unemployment, age

over 65, urbanization, population density, and social and demo-

graphic index] showed that the case mortality rates of Covid‐19 in

countries with a high prevalence of AD, lung cancer, asthma, and

COPD risk factors were more, comorbidities such as AD and lung

diseases that may be more influential than elderly alone17,18 In the

mentioned studies, the risk of mortality among Covid‐19 patients

with BMI > 30 were 118% higher compared to patients with normal

weight. In addition, patients with a history of smoking were 81%

more at risk of death compare to patients without a history of

smoking. The prevalence of mortality in Covid‐19 patients hospital-

ized in the ICU was very high. The mortality rate of patients

hospitalized in the ICU was observed 272% higher than non‐ICU

patients. The capacity of ICU beds in developing countries are

limited, this limitation may be the main reason for high level of

mortality patients.19,20 To identify the clinical, laboratory, and

demographic factors affecting the Covid‐19, after interviews with

Infectious disease doctors, specialized papers published in this field

have been reviewed and after collecting relevant data, those have

been processed for modeling. The influencing risk factors in mortality

Covid‐19 are shown in Table 1.

2 | METHODS

2.1 | Samples definition

This study was conducted on the data of patients admitted to

five hospitals affiliated to Tehran Medical Sciences (TUMS) between

2020 and 2021. The data set included 4140 records and 38 variables.

In the medical centers after admission for each patient with Covid‐

19, a series of diagnostic tests, physical examinations such as height,

weight, temperature, blood pressure, systolic/diastolic pressure,

respiration, number, and heart rate were performed. Chest imaging

and blood concentration tests were performed to control the

progress of the disease and prevent stroke.

2.2 | Preprocessing

Outlier data records were removed from the data set and missing

data were replaced by K‐NN technique (K = 30 and 50). To balance

the data, the SMOTE (Synthetic Minority Over‐sampling Technique)

technique on the training data was used. Also, for clarify the effect of

each of the main features considered to predict mortality from acute

respiratory syndrome of Covid‐19, principal component analysis was

used in Spss22. This nonparametric analysis is a method for selecting

features with the aim of maximizing the prediction accuracy of

regression and classification algorithms. Finally, according to the

desired problem, five machine‐learning algorithms such as random

forest (RF), gradient boosting tree (GBT), support vector machine

(SVM), and regression logistic (RL) were used in the Python 21

software using the relevant library functions.

2.3 | Modeling for Covid‐19 mortality prediction

In the design of the SVM, we chose kernel function, “rbf,” to improve

the efficiency of the network search, from the heuristic search
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TABLE 1 Effective variables in Covid‐19 mortality.

Features name Description Type Values

Demographic Age Age at diagnose Demographic <100 years

Sex Age of menopause Demographic 38−65 years

BMI Body mass Demographic Underweight (below 18.5) = 0,
normal (18.5−24.9) = 1,
overweight (25.0−29.9) = 2,

obese (30.0 and above) = 3

Patient risk factor

history

Pulmunary disease Diseases that cause airflow

blockage

Demographic Yes = 1 no = 0

Drug smoke hist History of smoking Demographic Yes = 1 no = 0

Blood pressure The force that moves blood
through the circulatory system

Demographic Yes = 1 no = 0

Diabetes Chronic disease Demographic Yes = 1 no = 0

Cardiovascular disease Conditions affecting the heart or
blood vessels

Demographic Yes = 1 no = 0

Stroke Poor blood flow to the brain that
causes cell mortality

Demographic Yes = 1 no = 0

Chronic renal disease A condition in which the kidneys

are damaged

Laboratory Yes = 1 no = 0

Pregnancy Laboratory Yes = 1 no = 0

Cancer Personal other cancer Laboratory Yes = 1 no = 0

COPD A group of diseases that cause

airflow blockage

Laboratory Yes = 1 no = 0

HIV Human immunodeficiency virus Laboratory Yes = 1 no = 0

Immunodeficiency Absence of elements of the
immune system

Laboratory Yes = 1 no = 0

Chemotherapy History of chemotherapy Laboratory Yes = 1 no = 0

Hyporthyroidism Occurs when your thyroid gland
produces too much of the
hormone thyroxine

Laboratory Yes = 1 no = 0

AO2 saturation Clinical symptoms Yes = 1 no = 0

Muscle pain Clinical symptoms Yes = 1 no = 0

HRCT scan result
for lung
invasive

Screening A: ground glass opacity, B:
air bubble cyst, C: vessel
related nodule, D:
pleural effusion

0 = no findings; 1 < 25%; 2 = 25%
−50%; 3 = 50%−75%; 4 > 75%

Laboratory
features

PaO2 Blood gas Laboratory 75−100mmHg

PaCO2 Blood gas Laboratory (35−45mmHg)

PaO2:FIO2 Blood gas Laboratory (35−45mmHg)

HCO3 Blood gas Laboratory (22−26meq/L)

PH Blood gas Laboratory (7.35−7.45)

ICU duration days

Lymphocyte Laboratory 20−40

Creatinine Laboratory 0.7−1.3 mg/dL

FBS Laboratory 60−200

Hb1c Laboratory 4%−10.5%

(Continues)
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methods called the two‐point center vertical method and the

multipoint barycenter method, which can be used in GA, PSO, and

Colony algorithm. In GBT, we considered (min_samples_split) mini-

mum number of samples (or observations) equal to 10, (max_depth)

or maximum depth of a tree equal to 5, maximum number of nodes

(max_leaf_nodes) equal to 25. In RF, we considered the function of

measuring the quality of a division as “gini,“ “entropy,“ the maximum

depth of the tree equal to 5, the minimum number of samples

required to divide an internal node equal to 2. In RL or reinforcement

learning, we set the training rate (1−0.5) and the overall reward

function includes immediate and delayed rewards. Its parameter

is 0 < γ < 1.

2.4 | Model evaluation

Using the K‐Fold Cross Validation method (K = 10), nine parts of the

data were selected as the training set and one part of the data as the

test set. To assess the performance of prediction models, accuracy,

sensitivity, specificity and ROC area under curve were calculated.

Figure 1 illustrates that the process of model development and

evaluation. Figure 2, shows a histogram with the variable weight

categorized. In addition, the final results of modeling analysis are

shown in Table 2 and the scatter plots of partial thromboplastin

time (PTT), D‐dimer, and vitamin D variables are presented in

Figure 4A−C.

Accuracy: (TP + TN)/(TP + TN + FP + FN)

Sensitivity: TP/(TP + FP)

Specificity: TN/(TN + FP)

As can be seen in the figure, age has a direct relationship with the

progression of Covid‐19, and having a high body mass can aggravate

the symptoms of the disease. Furthermore, diabetes, heart diseases,

immune system deficiency, and high blood concentration have a

direct effect on the development of the symptoms of the disease.

TABLE 1 (Continued)

Features name Description Type Values

Na Laboratory 136−146

K Laboratory 3.5−5

LDH Laboratory Yes = 1 no = 0

CRP Laboratory Yes = 1 no = 0

Vitamin D Laboratory Yes = 1 no = 0

D‐dimer Laboratory ≤1000, 1001−2500, >2500

Pro calcitonin Laboratory Yes = 1 no = 0

Ferritin Laboratory Yes = 1 no = 0

Class Hospitalize status Mortality = 1 discharge = 0

Abbreviations: ALT, alanine aminotransferase; AST, aspartate aminotransferase; BMI, body mass index; BUN, blood urea nitrogen; CA, calcium;
COPD, chronic obstructive pulmonary disease; CRP, C‐reactive protein; d‐dimer, a fibrin degradation product, a small protein fragment present in the
blood after a blood clot is degraded by fibrinolysis; ESR, erythrocyte sedimentation rate; FBS, fasting blood sugar; FIO2, fractional inspired oxygen;

Hb1c, hemoglobin A1c; HCO3, carbonic acid then dissociates to form bicarbonate and hydrogen ions; HRCT, high‐resolution computed tomography; ICU,
intensive care unit; K, potassium; LDH, lactic dehydrogenase; Mg, magnesium; Na, sodium; PaCO2, partial pressure of carbon dioxide; PaO2, partial
pressure of oxygen; Pro BNP, N‐terminal pro B‐type natriuretic peptide; PT, prothrombin time; PTT, partial thromboplastin time; RBC, red blood cells.

F IGURE 1 Design model diagram and analysis.
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Increasing the duration of stay in special care and using ventilator and

artificial respiration can help the infection and flood of lung infection.

3 | RESULTS

Table 2 illustrates the performance of machine learning approaches

with principal indicators such as sensitivity, accuracy, specificity,

and AUC.

The comparison of the ROC area under curve of the four

approaches used for predictive modeling is shown in Figure 3. The

GBT model obtained a higher ROC area under curve than other

models.

Figure 4 shows A: that most of the people with Covid‐19 were in

the normal range of the blood clotting test, B: most of the people

over 60 years of age whose disease led to their mortality had blood

concentration test results after contracting the disease and C: most

of the people over 60 years of age whose disease led to their

mortality had a vitamin D deficiency test result.

4 | DISCUSSION

In present study, four machine‐learning approaches were used for

predictive modeling in patients with Covid‐19 considering 38

significant variables in patient's records. The results showed that

F IGURE 2 Weighting diagram used in modeling.

TABLE 2 The results of the models
analysis.

Models AUC Sensitivity (%) Specificity (%) Accuracy (%)

GBT 0.854 + /_0.024 80.47 + /_6.33 60.87 + /_4.61 64.32 + /_3.14

Random forest 0.834 + /_0.029 77.67 + /_7.33 69.47 + /_4.31 70.47 + /_2.33

RL 0.812 + /_0.032 85.47 + /_5.33 68.87 + /_5.61 60.45 + /_4.84

SVM 0.795 + /_0.042 71.47 + /_3.33 70.44 + /_4.33 70.47 + /_3.03

Abbreviations: GBT, gradient boosting tree; RL, regression logistic; SVM, support vector machine.

F IGURE 3 Performance diagram. GBT, gradient boosting tree; RF, random forest; RL, regression logistic; SVM, support vector machine.
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GBT model obtained a higher prediction ability than other models,

and its' area under the ROC curve obtained (0.854), respectively in

this study.

In the analysis of the main variables used in the study, variables

such as of length of hospitalization in the ICU, age, level of D‐dimer

test, autoimmune disease, level of vitamin D in patients had the

highest weights. Measurement level of D‐dimer (DD) and PTT were

considered the significant indicators to be measured in patients with

Covid‐19 to diagnose thrombosis. In addition, comorbidity diseases

such as diabetes, cancer, stroke, and pregnancy may increase the level

F IGURE 4 (A) Scattering of the amount of PTT test at different ages. (B) Scattering of D‐dimer tests at different ages. (C) Scattering of
vitamin D test levels at different ages. PTT, partial thromboplastin time.
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of D‐dimer and PTT tests in Covid‐19 patients. Measuring D‐dimer level

and coagulation parameters in early stages of Covid‐19 disease can be

useful for controlling and managing of this disease, and in the current

this contributing factors was considered as a significant indicator. Due

to the importance of high levels of vitamin D in preventing

hospitalization of patients, measuring this vitamin is very important.

Altschul et al.21 studied the mortality of Covid‐19 based on LR

model using demographic, laboratory, and clinical data factors in a data

set containing 4711 records, and the reported ROC curve was 0.79. In

another study, Estiri et al.22 used the GBT model on 830 records

contain demographic and clinical features and reported ROC curve as

0.890. DAS et al.,23 used five approaches such as GBT, NN, RF, LR,

SVM; the reported accuracy for RF model was 98%. Laguna‐Goya

et al.24 used the regression model on laboratory and demographic data

to predict the risk of mortality with Covid‐19, the reported ROC curve

in their study was 0.947. Banoei et al.25 developed the prediction

model based on 108 clinical and paraclinical variables, the reported

ROC curve for DT was 0.917. The findings of this study showed that

the use of further variables can create higher performance models. In a

study by Pourhomayoun,26 the modeling on data of patients with

Covid‐19 was done using SVM, ANN, RF, DT, LR, and KNN, that the

reported ROC curve was 0.897, which showed higher performance

ability than other models. Yadaw et al.27 investigated four technique

such as LR, RF, SVM, and XGBT on 3841 records with 18 variables of

patients with Covid‐19. Models evaluating results shown that XGBT

outperforms other models by obtaining an AUC of 0.915. Another

similar work was done by Karthikeyan et al.,28 used neural networks,

logistic regression, XGBoost, RFs, SVM, and decision trees on 2779

records with 74 variables for prediction covid‐19 mortality. The

reported ROC curve in their study for LR was 99.26%. In a similar

study by Rahman et al.,29 proposed different machine learning

classifiers: RF, SVM, KNN, XGBoost, and LR on 375 records patients

with Covid‐19 with 20 features. Logistic regression was the best

performing machine learning classifier, by achieving an accuracy of

92.72%, sensitivity of 91.33%, and specificity of 78.26%. Gao et al.,30

study, introduced four machine learning technique such as LR, SVM,

KNN, RF, GBDT, and NN on database contain 2525 records, with 53

features including epidemiological, demographic, clinical, laboratory,

radiological, RL model gives better results, that AUC reported 0.96,

respectively. in a similar study by Chowdhury et al.31 to predict Covid‐

19 mortality rate used RL and multitree XGBoost on a database

consisting 2389 cases and 76 clinical features, the reported AUC for

RL was 0.92. For prediction of mortality in Covid‐19, Hu et al.32 which

approached the 10‐fold evaluation method for RL, RF, and bagged

FDA, the findings of this study showed that the RF led to an improved

performance for models, the reported ROC curve in their study was

0.922. In a study by Tabatabaie et al.33 analyzed six machine learning

technique such as SVM; RF; DT, KNN; NB AdaBoost, on 520 records

patients with covid‐19 with 22 demographic and clinical features

Bayes and neural network combination had slightly better perform-

ance with an AUC of 0.86, that it shows a respectable achievement in

this study. Halasz et al.34 predicted mortality with Covid‐19 using a

database containing 852 records with 14 features, including

demographic risk factors and clinical data; their findings suggested

that the Naïve Bayes with different factors showed improved

performance (AUC= 0.808) compared to RF model. In the study by

Booth et al.35 proposed SVM technique such as on a database with 26

demographic and laboratory features. The findings indicated

SVM model achieved 91% sensitivity and 91% specificity (AUC:

0.93) Subudhi et al.36 performed 18 machine learning algorithms

belonging to nine broad categories, namely ensemble, Gaussian

process, linear, naïve Bayes, nearest neighbor, SVM, tree‐based,

discriminant analysis, and neural network models on a database with

3597 records and 50 variables to predict the mortality of patients with

Covid‐19 admitted to the ICU and also for ensemble‐based methods

have moderately better performance than other machine learning

algorithms. The reported AUC was 0.99. The findings of the current

study suggest that modeling with a variety of related risk factors from

different sources could improve the performance of models in the

mortality of patients with Covid‐19 prediction.

5 | CONCLUSIONS

Machine learning has been applied in different field over the last

years, and in medicine it has the potential to facilitate prediction of

disease or could support clinicians in their decisions. With respect to

Covid‐19, machine learning techniques could be used in predicting

the mortality of rate of this disease and taking necessary actions for

better service delivery to patients.

6 | LIMITATIONS

There were limitations with the current study, as the modeling was

done on records of only one database. In addition, we had no access

to genetic data and such accessibility could help to draw a better

picture of the performance of the techniques used. However, the use

of different machine learning approaches and considering demo-

graphic, laboratory, and HRCT scan features, could provide a more

robust basis for predicting Covid‐19 mortality rate.
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