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ABSTRACT Medical imaging techniques play a critical role in diagnosing diseases and patient healthcare.
They help in treatment, diagnosis, and early detection. Image segmentation is one of the most important
steps in processing medical images, and it has been widely used in many applications. Multi-level threshold-
ing (MLT) is considered as one of the simplest andmost effective image segmentation techniques. Traditional
approaches apply histogram methods; however, these methods face some challenges. In recent years, swarm
intelligence methods have been leveraged in MLT, which is considered an NP-hard problem. One of the
main drawbacks of the SI methods is when searching for optimum solutions, and some may get stuck in
local optima. This because during the run of SI methods, they create random sequences among different
operators. In this study, we propose a hybrid SI based approach that combines the features of two SI methods,
marine predators algorithm (MPA) and moth-?ame optimization (MFO). The proposed approach is called
MPAMFO, in which, the MFO is utilized as a local search method for MPA to avoid trapping at local
optima. The MPAMFO is proposed as an MLT approach for image segmentation, which showed excellent
performance in all experiments. To test the performance of MPAMFO, two experiments were carried out.
The first one is to segment ten natural gray-scale images. The second experiment tested the MPAMFO for
a real-world application, such as CT images of COVID-19. Therefore, thirteen CT images were used to
test the performance of MPAMFO. Furthermore, extensive comparisons with several SI methods have been
implemented to examine the quality and the performance of the MPAMFO. Overall experimental results
confirm that the MPAMFO is an efficient MLT approach that approved its superiority over other existing
methods.

INDEX TERMS Image segmentation, multi-level thresholding, moth-?ame optimization (MFO), marine
predators algorithm (MPA), COVID-19, swarm intelligence.

I. INTRODUCTION
With the fast spread of the new coronavirus, COVID-19,
researchers are trying to address different aspects related to
this new virus. One of the most important issues is diagnos-
ing COVID-19 using different tests, including the real-time

The associate editor coordinating the review of this manuscript and
approving it for publication was Shuhan Shen.

polymerase chain reaction (RTPCR), and chest CT. The
RT-PCR is a time-consuming test, and also it faces
false-negative diagnosing [1]. Therefore, chest CT scans may
play an important role in diagnosing COVID-19. Medical
imaging technologies have been implemented in different
diseases diagnosing. Image segmentation is an essential tech-
nique in image processing, and it is an important procedure in
various image and vision applications, which can efficiently
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detect a region of interest (ROI) form other outsides. It is
applied to classify image pixels into different classes which
contain similar properties, such as brightness, gray level,
contrast, texture, and color. Also, it is able to extract important
features, such as texture and shape of tissues [2]

The segmentation process has been applied in various
fields and applications, for instance, medical image [3],
remote sensing [4], video surveillance [5] and other appli-
cations [6], [7]. Several types of image segmentation tech-
niques have been proposed and applied, such as clustering [8],
thresholding [9], edge detection [10], and edge detection [10].

Thresholding is considered one of the most important
image segmentation techniques, which is implemented to
segment images depended on the information in the global
gray values of the image histogram [11]. In general, there are
two types of thresholding, called bi-level thresholding (BLT)
and multi-level thresholding (MLT). For BLT, an image is
divided into two classes, in which one class contains pixels
with gray levels above a threshold, and the other class con-
tains the rest [11]. However, the BLT faces a challenge in
case of a given image has more than two classes. Therefore,
the MLT can solve this challenge by implementing the sub-
division of a given image into more classes.

Traditional MLT segmentation methods are based on the
image grey-level histogram [12] by minimizing or maxi-
mizing the fitness functions, for example, entropy [13] and
Otsu [14]. However, there are certain limitations and short-
comings in the performance of traditional MLT techniques.
For example, they are time-consuming, especially when the
number of threshold levels is increased. In addition, they
easily stuck at a local point. Therefore, optimization methods
have been widely employed to enhance MLT since MLT can
be considered as NP-hard problem. In the recent decade,
several optimization methods have been used to improve
MLT, such as MFO [15], cuckoo search (CS) [16], [17], ant
colony optimizer (ACO) [18], chaotic bat algorithm (CBA)
[19], WOA [20], and firefly algorithm (FA) [21]–[24].

Although the optimization algorithms mentioned above
showed good performances in MLT since they can find the
optimal threshold value, they face some challenges, such as
getting stuck at local optima or suffer from slow conver-
gence [25]–[30]. In general, according to the NFL (No free
lunch) theorems, no optimization method can be the best for
solving all problems. In general, some optimization methods
have good exploitation ability, and some have good explo-
ration ability [31]. To address these issues, various hybrid
optimization methods have been proposed. For example,
a hybrid of FA and social spider optimization (SSO) was pro-
posed by [32] for MLT image segmentation. The new hybrid
optimization method achieved better results than individual
optimization methods. In [33], an MLT image segmentation
method based on a hybrid of PSO and BFO is proposed. Eight
images were used to test the hybrid model and reached good
results for both MLT and BLT. More so, MLT and optimiza-
tion methods have been applied for different medical image

segmentation, such as CT images [34]–[36], MR images [37],
[38], MRI image [20], [39].

Following the hybridization concepts, in this study, we pro-
pose an efficient MLT method based on an improved marine
predators algorithm (MPA) for image segmentation. The
MFO is employed as a local search for the MPA to improve
its performance. The proposed method, MPAMFO, is an
efficient hybrid optimization method for MLT that over-
comes the shortcomings of individual optimization meth-
ods using the power of both MPA and MFO. The MPA is
a new nature-inspired optimization algorithm proposed by
Faramarzi et al. [40]. It is inspired by the movements of
Lévy and Brownian in ocean predators. Twenty-nine engi-
neering problems were used to test its performance, and
it showed high performances in various optimization prob-
lems. MPA has some merits, such as its requirement for
the least number of tunable parameters, its simplicity in the
implementation, and flexibility in modifying the basic MPA
version that attracted Yousri et al. [41] to apply basic MPA
for photovoltaic reconfiguration. Whereas, the shortage of
the MPA while the exploration stage for the search space
motivated Abdel-Basset et al. [42] to modify the MPA by
using ranking-based diversity reduction (RDR) methodology
to discover better solutions while applied with for COVID-
19 Detection Model. Accordingly, proposing a robust MPA
variant is a challenged door to tackle its shortage.

The MFO is a nature-inspired optimization method pro-
posed by [43], which simulates the behaviors of the moth
for path navigation. In recent years, it has been applied to
solve various optimization problems. Kotary and Nanda [44]
applied MFO to improve distributed data clustering in wire-
less sensor networks (WSN). The main function of the dif-
fusion MFO is by minimizing intracluster distance, which
results in determining the optimal partition of each sensor
node. Ewees et al. [45] used the MFO to improve Arabic
handwritten letters recognition. They applied the MFO as a
feature selector, which achieved a high accuracy rate com-
pared to previous approaches. In [46], MFO was applied
to enhance ANFIS model to forecast the number of con-
firmed cases of the new coronavirus (COVID-19). In [47],
a feature selection mechanism based on differential evolu-
tion and MFO is proposed. They tested the proposed hybrid
model with different CEC2005 benchmark problems, and
they found that the proposed method outperformed several
existing methods. Zhao et al. [48] applied MFO to optimize
the grey model (1,1) with a rolling mechanism for forecasting
electricity consumption in Inner Mongolia. The evaluation
results showed that MFO improved forecasting performance.
It has also been applied for solving different mathemati-
cal problems, for example, multi-objective problems [49],
binary problems [50], and and other applications [51], [52].
By inspecting the literature, one can observe that implement-
ing the logarithmic spiral function in MFO in the phase of the
moths update their position concerning the flame strength-
ened the searching ability of the algorithm. Moreover, MFO
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simplicity and flexibility motivated numerous researchers
have been working on it.

Motivated by the merits of the MFO of its ability to dis-
cover the search space efficiently and demerit of MPA in
detecting better solutions in the exploration phase, in this
work, a new hybrid version of MPA is based on MFO has
been introduced. The main idea of the proposed hybrid MPA
version by MFO (MPAMFO) is to enhance the exploration
ability of the MPA using the operators of the MFO algorithm.
This achieved by making the agents/solutions be competitive
in the exploration phase by using the probability of the fitness
value of each solution to determine either the operators of
MPA or MFO will be used to update the value of the current
agent, while the exploitation phase is performed similarly to
the traditional MPA.

In this paper, we evaluate the MPAMFO using two exper-
iments series. In the first experiment series, we used a group
of ten images. These images were widely used in previ-
ous studies to test various segmentation methods. Moreover,
to implement MPAMFO in a real-world application, we test it
to segment chest CT images of COVID-19 [53]. The perfor-
mance of both experiment series showed that the MPAMFO
is an efficient segmentation method that can be applied in
various segmentation applications including medical images.

The main contributions of this study can be summarized
as:

1) We propose an MLT method for image segmentation
based on a modified version of the new optimization
method, called MPA.

2) The MFO operators are employed to improve the
exploitation ability of the MPA.

3) We test the performance of the proposed method in
two experiment series, using ten gray-scale popular
images and thirteen CT images of COVID-19. More-
over, we compared it to several state-of-art methods.

The rest of this paper is organized as follows. Section II
presents some of the existing works of the MLT and opti-
mization methods in image segmentation, including medical
images. In Section III, we present the problem definition and
the preliminaries of MPA and MFO. The proposed method
is described in Section V. The experimental evaluation and
comparisons are presented in Section VI. In Section VII,
we conclude the paper.

II. RELATED WORK
Mousavirad and Ebrahimpour-Komleh [54] proposed an
MLT approach using Human Mental Search (HMS). They
applied Kapur and Otsu as objective functions. The HMS
was compared to several optimization methods, and it
showed significant performance. In [55], several MH
algorithms are used for MLT, such as WOA, GWO,
CS, biogeography-based optimization, cuckoo optimization
algorithm, teaching–learning-based optimization, imperialist
competitive algorithm, and gravitational search algorithm.
In the same context, the authors in [56] applied differ-
ent optimization algorithms for MLT. Monisha et al. [57]

employed Social Group Optimization for MLT for RGB
images. Also, Bhandari [58] presented a new beta differential
evolution (BDE) for color image MLT.

Huang and Wang [59] proposed an MLT method based
on the quantum particle swarms algorithm (QPSO) algo-
rithm for image segmentation. They used Otsu’s fitness func-
tion. They concluded that compared to traditional methods,
the QPSO improved both accuracy and speed. Qin et al. [60]
employed the subspace elimination optimization (SSEO)
for MLT image segmentation. They applied the SSEO for
four different images, and they compared it to the parti-
cle swarm optimization (PSO). They found that SSEO has
better performance in all tested images. Both moth-flame
optimization (MFO) algorithm and whale optimization algo-
rithm (WOA) were used for MLT in [61]. The authors used
Otsu’s was used as the fitness function, and they test both
WOA and MFO using several images. They concluded that
MFO had better performance than WOA. Farshi [62] pro-
posed an MLT method based on animal migration optimiza-
tion (AMO) algorithm. Different images were used to test
the performance of the AMO algorithm, and it was com-
pared to several optimization methods, such as PSO, bacte-
rial foraging algorithm (BFA), and genetic algorithm (GA).
As the author mentioned, the AMO algorithm provided better
results. In [63], an MLT method based on electromagnetism-
like mechanism optimization (EMO) and Renyi’s entropy
is proposed for image segmentation. The evaluation results
showed that EMO could find the optimal threshold value
better than several existing optimization methods.

Tuba et al. [64] proposed an MLT method based on the
fireworks algorithm for image segmentation. They evaluated
the proposed method using several images, and it showed
good performance in all tested images. In [9], an MLT
method based on PSO and maximum entropy is proposed.
The PSO showed good performances in several tested images
compared to traditional methods. Ali et al. [65] proposed
an improved differential evolution (DE) called synergetic
DE (SDE) for MLT image segmentation. Their evaluation
outcomes showed that the SED could perform better than
other MLT methods in terms of reaching the optimal thresh-
old value. The galaxy-based search algorithm (GbSA) was
applied by [66]for MLT maximizing Otsu’s fitness func-
tion, and it approved its good performance to determine the
optimal thresholding value. Ewees et al. [67] proposed a
hybrid of the artificial bee colony (ABC) and sine cosine
algorithm (SCA) for MLT image segmentation. The SCA
is employed as a local search for the ABC to enhance its
performance. The hybrid model was applied for MLT using
several images and showed good performances compared to
several existing MH methods. In [68], an MLT method based
on fuzzy entropy and a hybrid of the salp swarm optimizer
(SSO) and the MFO was proposed. It was evaluated using
different images, and it showed better performance compared
to individual optimization algorithms. Furthermore, a hybrid
of gravitational search algorithm and GA was proposed
by [69] forMLT image segmentation using the entropy fitness
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function. Also, a hybrid of the spherical search opti-
mizer (SSO) and SCA is proposed by [70]. Fuzzy entropy
is applied as the fitness function. The proposed model also
confirms its performance using different images and by com-
paring it to several state-of-art models.

Moreover, MLT also has been used for medical image
segmentation; for example, Li et al. [34] proposed a
dynamic-context cooperative quantum-behaved PSO based
on MLT for CT image segmentation. They used six different
CT images to test the performance of the improved PSO,
which showed significant performance. Also, Li et al. [71]
proposed an MLT for medical image segmentation based
on a partitioned and cooperative quantum-behaved PSO.
They test the improved PSO with four stomach CT
images, and they compared it to two modified PSO algo-
rithms. Chatterjee et al. [35] proposed an MLT method with
three-level thresholding for human head CT image segmen-
tation. They applied an improved biogeography based opti-
mization (BBO) and fuzzy entropy to segment fifteen CT
images. The improved BBO was compared to PSO, GA,
and it showed better performance. Also, in [36], an MLT
method with PSO is applied for lung high-resolution CT
image segmentation.

Panda et al. [37] proposed an MLT approach for brain MR
image segmentation based on an evolutionary gray gradient
algorithm (EGGA). They also applied an adaptive swallow
swarm optimization (ASSO) algorithm to optimize the fitness
function. They used twenty-five MR images to evaluate the
ASSO, which showed better performance than the origi-
nal SSO. Wang et al. [72] presented an MLT approach to
segment medical images based on an improved FPA algo-
rithm. They applied Otsu’s as an objective function. They
used Eight CT images to evaluate the proposed approach,
which outperformed several MH algorithms, including the
original FPA, PSO, GA, and DE. Mostafa et al. [20] applied
the WOA for liver MRI image segmentation. They used
several measures to evaluate the WOA, including structural
similarity index measure (SSIM) and similarity index (SI).
The WOA achieved high accuracy rates in both measures.
Ladgham et al. [38] proposed an enhanced Shuffled Frog
Leaping Algorithm (SFLA) for MR brain image segmenta-
tion. They compared it to the original SFLA and the GA, and
it showed significant performance. Raja et al. [39] applied
the bat algorithm (BA) to enhance the segmentation process
of the MRI images. In [73], the FA is used to optimize SVM
classifier to classify lung CT images. Also, the gray wolf
optimizer (GWO) was used with the artificial neural network
(ANN) to classify MRI images [74]. Also, in [75] the FA is
applied for brain MRI segmentation.

III. METHODOLOGY
A. PROBLEM DEFINITION
The problem formulation of MLT is presented in this section.
Assume we have a gray-scale image I , which has K + 1
classes. To divide a given image I into classes, the values of k

thresholds {tk , k = 1, 2,K } are needed, which can be defined
as:

C0 = {Iij | 0 ≤ Iij ≤ t1 − 1},

C1 = {Iij | t1 ≤ Iij ≤ t2 − 1},

. . .

CK = {Iij | tK ≤ Iij ≤ L − 1} (1)

where L represents the maximum gray levels, CK is the kth
class of the image,tk is the k-th threshold, and Iij represents
gray levels at (i, j)-th pixel. Where the problem of the MLT
can be defined as a maximization problem which is applied
to find an optimal threshold value as:

t∗1 , t
∗

2 , . . . , t
∗
K = arg max

t1,...,tK
Fit(t1, . . . , tK ) (2)

where Fit is the objective function. Here, the Fuzzy
entropy [14] is applied as an objective function. Fuzzy
entropy is a popular technology [76]–[78], which has been
applied in many multi-level threshold segmentation applica-
tions, such as color images [79], brain tumor images [80],
MRI images [81] and others [82], [83]. It can be defined as:

Fit(t1, . . . , tK ) =
K∑
k=1

Hi (3)

Hk = −
L−1∑
i=0

pi × µk (i)
Pk

× ln(
pi × µk (i)

Pk
), (4)

Pk =
L−1∑
i=0

pi × µk (i) (5)

µ1(l) =


1 l ≤ a1
l − c1
a1 − c1

a1 ≤ l ≤ c1

0 l > c1

(6)

µK (l) =


1 l ≤ aK−1
l − aK
cK − aK

aK−1 < l ≤ cK−1

0 l > cK−1

(7)

In Eq. (7), pi is the probability distribution which is computed
as pi = h(i)/Np (0 < i < L − 1); where h(i) and Np are the
number of pixels for the corresponding gray level L and total
number of pixels in I .
a1, c1, . . . ., ak−1, ck−1 are the fuzzy parameters, where

0 ≤ a1 ≤ c1 ≤ . . . ≤ aK−1 ≤ cK−1. Then t1 =
a1+c1

2 , t2 =
a2+c2

2 , . . . , tK−1 =
aK−1+cK−1

2 .

IV. MARINE PREDATORS ALGORITHM
Faramarzi et al. [40] introduced a novel meta-heuristic (MH)
optimization algorithm inspired by the prey and predator
characteristics in nature. The developed algorithm named
Marine Predators Algorithm (MPA). The creatures usually
aimed to find their foods and continuously searching for
them. Hence, the predator is searching for its food as well
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as the prey is looking for its food. Based on this concept,
Faramarzi et al. [40] designed the MPA algorithm.
At the first stage, the predator/prey stats discovering the

search space to detect their food location, then they con-
vergence for its position to catch it from this principle the
MHs are established. MPA started by discovering the search
space via a random set of solutions as an initialization. Then
those solutions are updates based on the mainframe of the
technique.

The initialization stage can be given based on the search
space boundaries as below;

Uij = lbj + r1 × (ubj − lbj),

j = 1, 2, . . . ,D, i = 1, 2, . . . ,N (8)

where the lbj and ubj are the lower and upper boundaries
in the search space at dimension j, r1 is a random number
withdrawn from a uniform distribution in the interval of [0,1].

As mentioned earlier both the prey and predator are search-
ing for their foods; therefore, there are two main matrices
should be defined, the Elite matrix (matrix of the fittest
predators) and the prey matrix that can be defined as below:

Elite =


U1
11 U1

12 . . . U1
1d

U1
21 U1

22 . . . U1
2d

. . . . . . . . . . . .

U1
n1 U1

n2 . . . U1
nd

 ,

U =


U11 U12 . . . U1d
U21 U22 . . . U2d
. . . . . . . . . . . .

Un1 Un2 . . . Und

 , (9)

where Uij refers to the value of the ith solution at jth dimen-
sion. To catch the global optimum solutions, the initial solu-
tions should be modified based on the main structure of the
MPA. MPA maintains three stages for adjusting the initial
solutions. The followed steps have relied on the velocity
ration between prey and predator. The first phase can be
regarded once the velocity ratio between predator and prey
is high. In contrast, the unit and low-velocity rates are mea-
surable for the second and third stages. Details of each step
are addressed below.

A. STAGE 1: EXPLORATION PHASE (HIGH-VELOCITY
RATIO)
For the first third of the total number of iterations, i.e., 13 tmax)
in MPA, the search agents start to discover the search space
where the exploration stage is accomplished. The prey hurries
to search for its food while the predator waits to monitor its
motion. That is why the high-velocity ratio among the prey
and predator is the primary feature of this stage. Accordingly,
the prey location is modifying using the following equations.

Si = RB
⊗

(Elitei − RB
⊗

Ui), i = 1, 2, . . . , n (10)

Ui = Ui + P.R
⊗

Si (11)

where R ∈ [0, 1] is a random vector withdrawn from a
uniform distribution, and P = 0.5 is a constant number. The

symbol of RB refers to Brownian motion.
⊗

indicates the
process of element-wise multiplications.

B. STAGE 2: TRANSITION AMONG THE EXPLORATION
AND EXPLOITATION ( UNIT VELOCITY RATIO)
After detecting the closest position for the foods,
the prey/predator starts to exploit this location; therefore,
this stage is considered as the transmission phase among the
exploration and exploitation capabilities. This stage is the
middle stage of the algorithm when 1

3 tmax < t < 2
3 tmax

where both the prey and predator move with the nearly same
velocity. The predator follows Brownian motion while the
prey follows the lévy flight sequentially Faramarzi et al. [40]
divided the population for two halves and implemented
Eqs. (12)-(13) to model the motion of the first half of the pop-
ulation and Eq. (14)-(15) for the second half as represented
below.

Si = RL
⊗

(Elitei − RL
⊗

Ui), i = 1, 2, . . . , n72 (12)

Ui = Ui + P.R
⊗

Si (13)

where RL has random numbers that follow Lévy distribution.
Eqs. (12)-(13) are applied to the first half of the agents that
represents the exploitation. While the second half of the
agents perform the following equations.

Si = RB
⊗

(RB
⊗

Elitei−Ui), i = 1, 2, . . . , n/2 (14)

Ui = Elitei + P.CF
⊗

Si, CF = (1−
t

tmax
)2

t
tmax

) (15)

where CF is the parameter that controls the step size of
movement for predator.

C. STAGE 3: EXPLOITATION STAGE (LOW-VELOCITY RATIO)
This stage is the last stage in the optimization process as the
predator exploits the detected location of the prey and move
very fast to catch it. This stage executed on the last third of
the iteration numbers (t > 2

3 tmax) where the predator fol-
lows Lévy during updates its position based on the following
formula:

Si = RL
⊗

(RL
⊗

Elitei − Ui), i = 1, 2, . . . , n (16)

Ui = Elitei + P.CF
⊗

Si, CF = (1−
t

tmax
)2

t
tmax

) (17)

D. EDDY FORMATION AND FISH AGGREGATING DEVICES’
EFFECT (FADS)
In the purpose of avoiding the local optimum solutions,
Faramarzi et al. [40] considered the external impacts from
the environment such as the eddy formation or Fish Aggre-
gating Devices (FADs) effects that can be mathematically
formulated as below:

Ui =

{
Ui + CF[Umin + R

⊗
(UDif )]

⊗
W r5 < FAD

Ui + [FAD(1− r)+ r](Ur1 − Ur2) r5 > FAD

(18)
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In Eq. (18), UDif = Umax − Umin FAD = 0.2, and W is a
binary solution 0 or 1 that corresponded to random solutions.
If the random solution is less than 0.2, it converted to 0 while
the random solution becomes 1 when the solutions are greater
than 0.2. The symbol of r ∈ [0, 1] represents a random
number. r1 and r2 are the random index of the prey.

E. MARINE MEMORY
The marine predators have a feature that helps in catching
the optimal solution very fast and avoid the local solutions is
that memorizing the location of the high production foraging.
Faramarzi et al. [40] implement this feature in his algorithm
via saving the previous best solutions of a prior iteration and
compared with the current ones. The solutions are modified
based on the best one during the comparison stage. The
pseudo-code of MPA is presented below 1.

Algorithm 1 Steps of MPA
1: Set the initial value for a set of N agents U .
2: while termination criteria are not met do
3: Compute the fitness value and build in Elite matrix.
4: if t < tmax/3 then
5: Update value of agent using Eq. (11).
6: else if tmax/3 < t < 2× tmax/3 then
7: For the first half of the agents (i = 1, . . . ,N/2).
8: Update value of agent using Eq. (13).
9: For the second half of the agents (i = 1, . . . ,N/2).

10: Update value of agent using Eq. (15).
11: else if t > 2× tmax/3 then
12: Update value of agent using Eq. (17).
13: end if
14: Using FADs effect and Eq. (18) to update current

agent.
15: Update memory and Elite.
16: end while

F. MOTH-FLAME OPTIMIZER
Mirjalili [84] proposed the moth-flam optimizer based on
the navigation behavior of moths at night that known by
transverse orientationmethodology. Themoth utilized a fixed
angle with the moon during its fly that helps it to reach for its
goal, especially when the light is far. In contrast, the moths
follow spirally flying around the near source of the light.
Mirjalili [84] addressed another feature in MFO algorithm
as the moths search around the flame and continually update
this flame; therefore, not only the moths are the solutions
but also the flames. Both the moths and flames locations
are modified across the iterations number whereas with fol-
lowing diff rent control equations. The moths are the search
agents, while flames are the best obtained moths location
so far. Mirjalili [84] modeled these behaviors for mathemati-
cal equations to form his techniques MFO algorithm. MFO
as all the MHs starts with random solutions, initialization
phase then the solutions are modified based on the main
equations of the algorithm, and at the end, the algorithm

is stopped based on its termination criteria as presented as
follows [84]:

MFO = (Init,Main,Ter), (19)

where Init is the initialization phase that is responsible for
creating the first random solutions as bellow

U (i, j) = (ub(i)− lb(i)) ∗ rand()+ lb(i), (20)

OM = SAE = FitnessFunction(U ), (21)

where lb, ub are the lower and upper bounds of the variables,
respectively.

TheMain function in Eq. 19 includes the main structure of
the MFO where the MFO motions are modeled and updated
based on the logarithmic spiral function to emulate the trans-
verse orientation of moths as below [84]:

S(Ui,Fj) = |Fj − Ui|ebdcos(2πd)+ Fj, (22)

where Ui, Fj refer to the i-th, j-th moth and flame, respec-
tively. The symbol of S denotes the spiral function, b is a con-
trol parameter for the shape of the logarithmic spiral, and d ∈
[r, 1] is a random number. The r values are linearly decreased
from −1 to −2 in order to accelerate the convergence speed
of MFO where the smaller d , the closer the distance to the
flame.

In MFO, Mirjalili [84] adaptively update the number of
flames across the iterations to balance between the diversi-
fication and intensification phases, as in equation. (23). The
equations reveal on decreasing for the number of the flames
across the iteration numbers thereby at the last iterations the
moths update their locations only with respect to the best
flame [84]:

flame no = round
(
Nf − t ∗

Nf − 1
tmax

)
, (23)

where t is the current number of iteration, Nf is the maxi-
mum number of flames, and tmax is the maximum number of
iterations.

The final steps of the MFO are illustrated in Algorithm 2.

Algorithm 2 Steps of MFO
1: Producing the initial population U .
2: set t = 1.
3: while (t < tmax) do
4: calculate objective value for Ui.
5: Sort U and determine the best solution (Ub).
6: Using Eq. (23) to update FlamesN .
7: for i = 1 : N do
8: Using Eq. (22) to update Ui.
9: end for

10: end while
11: Return Ub.
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FIGURE 1. The steps of MPAMFO approach.

V. PROPOSED IMAGE SEGMENTATION METHOD
In this section, the steps of the proposed multi-level threshold
approach are introduced, as in Figure 1. The developed model
depends on improving the performance of the Marine Preda-
tors Algorithm (MPA) using the operators of moth-flame
optimization (MFO). This achieved by using the operators of
MFO to make the agents are competitive during the explo-
ration phase since it has been found that the main weakness
of MPA is its ability to explore the search space. In general,
the modified MPA is called MPAMFO starts by setting initial
value for a set of N agents X . This performed by using the
following equation:

Ui,j= Imin,j+r1 × (Imax,j−Imin,j), j = 1, 2, . . . ,D, (24)

In Eq. 24, Imin,j and Imax,j are the minimum and maximum
gray value of I at jth dimension, respectively. In addition,
D = 2K where K is the threshold level that needs to segment
the image at it. The next process is to compute the fitness
value Fit for each agent using Eq. (2). Then determine the
agent that has the best Fit and used it as best agent Ub.
Thereafter, the agent will update their values using either
the operators of exploration or exploitation, as discussed in
section IV. However, during the exploration, the probability

(Pri) of each agent depends on its fitness value, is computed
using Eq. (25).

Pri =
Fiti∑N
i=1 Fiti

(25)

Thereafter, the agents in the exploration phase are updated
using the following equation:

Ui =

{
operators of MPA Pri > r1
operators of MFO otherwise

(26)

where

rs=min(Pri)+rand×(max(Pri)−min(Pri)), rand ∈ [0, 1]

(27)

From Eq. (26), when the value of Pr ≥ r1, then the operators
of MPA are used, otherwise the operators of MFO are used.
In addition, we applied Eq. (27) to avoid the problem of fixing
it to a specified value, so the value of r1 is automatically
updated depends on the value of Pr .
From Eq. (26), when the value of Pr ≥ r1, then the oper-

ators of MPA are used, otherwise the operators of MFO are
used. In addition, we applied Eq. (27) to avoid the problem of
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fixing it to a specific value, so the value of r1 is automatically
updated depends on the value of Pr .
The next step is to check the stop conditions when they are

met, then the best solution is considered the output. From the
value of Ub that refers to the fuzzy parameters are used to

form the threshold value as tk =
U k
b+U

k+1
b

2 , where k = 1 : 2 :
K − 1.
Computational Complexity: The computational complex-

ity of MPAMFO depends on some factors such as number of
fitness evaluation EF , number of solutions N , total number
of iterations tmax , and the number of thresholds K . In addi-
tion, since MFO is one of main component of MPAMFO
so its complexity also influence on the total complexity of
MPAMFO. So, the complexity O (MPAMFO) of MPAMFO
formulated as: In Best case:

O
(
N × tmax

(
(N + 1)K+EF+(N−Kp)×log(N )

))
(28)

In worst case:

O
(
N × tmax

(
(N + 1)K + EF + (N − Kp)× N 2

))
(29)

where Kp denotes the number of solution that using the
operators of MPA to update their values.

VI. EXPERIMENTS AND RESULTS
In this section, two experiments are used to evaluate the
performance of the MPAMFO. It is compared with eight
algorithms namely, original MPA, harris hawks optimiza-
tion (HHO) [85], cuckoo search (CS) [86], grey wolf opti-
mization (GWO) [87], grasshopper optimization algorithm
(GOA) [88], spherical search optimization (SSO) [89], par-
ticle swarm optimization (PSO) [90], and moth-flame opti-
mization (MFO) [84]. Besides, using two sets of images.
These algorithms established their quality as MLT image
segmentation methods in literature.

A. PERFORMANCE MEASURES
In order to assess the quality of the segmented image, we used
a set of performance metrics, including Peak Signal-to-Noise
Ratio (PSNR) [91], [92], and the Structural Similarity Index
(SSIM) [93]. PSNR and SSIM can be defined as:

PSNR = 20log10(
255
RMSE

),

RMSE =

√∑Nr
i=1

∑Nc
j=1(Ii,j − IS i, j)

2

Nr × Nc
(30)

here, the RMSE is the root mean-squared error. I and IS refer
to the original and segmented images with the size Nr × Nc,
respectively.

SSIM (I , IS ) =
(2µIµIS + c1)(2σI ,IS + c2)

(µ2
I + µ

2
IS + c1)(σ

2
I + σ

2
IS + c2)

(31)

µI (σI ) and µIS (σIS ) refers to the images’ mean intensity
(standard deviation) of I and IS , respectively. The σI ,IS is the
covariance of I and IS . The values of the constants c1 and c2
are set to 6.5025 and 58.52252, respectively following [61].

Furthermore, we use the fitness value to evaluate the quality
of threshold values; also, we use the CPU time for each
algorithm.

B. PARAMETERS SETTING
Table 1 lists the parameter settings for the algorithms that are
applied in the following experiments. In addition, the general
parameters are set as follows. The population number is set
to 20, and the total number of iteration is 100. More so,
30 independent runs were performed for each method.

TABLE 1. Parameters setting.

C. FIRST EXPERIMENT
In this experiment, a set of ten images has been used to com-
pute the quality of the proposed method. As can we observed
from Figure 2, these images have different characteristics
according to their histogram. TheMPAMFO aims to segment
those images at different levels of thresholds, these levels
equal to 6, 8, 15, 17, 19, and 25.

The results are introduced in Tables 2-4 and Figures 3-5.
Table 2 shows the results of the PSNRmeasure for all images.
In detail, at level 6, the performance of the MPAMFO is
similar to the HHO algorithm; they achieved the best PSNR
values in 5 images for each one followed by MPA, SSO, CS,
GWO, PSO, andMFO, respectively. At level 8, theMPAMFO
achieved the best PSNR in 4 images and is ranked first,
followed by MPA, HHO, PSO, SSO, MFO, GWO, and CS,
respectively. At level 15, the HHO algorithm obtained the
highest PSNR value in 5 images followed by the MPAMFO.
The PSO, MFO, and MPA achieved the third, forth, and fifth
rank. However, the MPAMFO does not obtain the first rank,
its performance is very close to the HHO algorithm in most of
the images. At level 17, both MPAMFO and HHO algorithms
obtained the highest PSNR value in 3 images followed by
the PSO, CS, and MFO. At levels 19 and 25, the MPAMFO
obtained the best PSNR values in 60% and 70%, respectively,
of all images. The HHO algorithm came in the second rank
with only two images for each level. The CS is ranked third,
followed by PSO, SSO, MFO, and MPA. Whereas, the GOA
algorithm recorded the worst results at all levels.

Table 3 shows the SSIM results for all images. From this
table, we can see that, at levels 6 and 17, the MPAMFO
achieved the highest SSIM values in 90% of images, while
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FIGURE 2. Histograms and original images.

the HHO is ranked second, followed by MPA and SSO,
respectively. Whereas, the CS and GWO performed equally.
At levels 8, the MPA obtained the best SSIM in 6 images
whereas, the MPAMFO came in the second rank; however,
the performance of both are similar to some extend. The
HHO is ranked third. The PSO, MFO, and SSO came in
the forth, fifth, and sixth ranks followed by the CS and
GWO, respectively. At levels 15, the highest SSIM val-
ues are obtained by the MPAMFO in 80% of the images.

The MPA and HHO performed equally, followed by GWO,
CS, SSO, PSO, respectively. At levels 19, the MPAMFO
is also ranked first and recorded the best SSIM values
in 70% of the images. The HHO and MPA performed
equally. Wheres, GWO is ranked fourth, followed by CS
and SSO. At levels 25, the MPAMFO could also reach
the highest SSIM values in 90% of the images, whereas,
the second-best is the HHO algorithm followed by PSO, CS,
and GWO. The MPA and SSO performed equally. Whereas,
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TABLE 2. PSNR results for the first experiments.
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TABLE 3. SSIM results for the first experiments.
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TABLE 4. Results of the fitness function value for all algorithms.
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FIGURE 3. Summary of the PSNR results for the first experiment.
(a) illustrates the performance of each algorithm at thresholds levels.
(b) illustrates the numbers of the best cases obtained by each algorithm.

FIGURE 4. Summary of the SSIM results for the first experiment.
(a) illustrates the performance of each algorithm at thresholds levels.
(b) illustrates the numbers of the best cases obtained by each algorithm.

the GOA algorithm showed bad performance in all thresholds
levels.

Table 4 records the fitness function values for all algo-
rithms. In this measure, the MPAMFO achieved the best
values in 5 images at level 6, followed by the GOA,MPA, and
GWO, respectively. At levels 8, 17, and 19, the GOA achieved
the highest values in 5, 5, and 4 images, respectively, followed
by the MPAMFO. Whereas, the rest of the algorithms are
ordered in the following sequence: MPA, GWO, CS, SSO,
PSO, and MFO. At level 15, the MPAMFO reported the
highest fitness values in 40% of the images followed byMPA
and GWO, respectively. At level 25, TheMPAMFO andMPA
performed equally and obtained the best fitness values in 30%
of the images for each one. Whereas, the SSO and GOA
achieved the best fitness values in 20% of the images.

FIGURE 5. Summary of the fitness value results for the first experiment.
(a) illustrates the performance of each algorithm at thresholds levels.
(b) illustrates the numbers of the best cases obtained by each algorithm.

However, the GOA outperformed the proposed method
in some images, and other measures showed the bad per-
formance of the GOA. Therefore, the proposed method is
considered the best method among the compared algorithms
in image segmentation.

In general, the MPAMFO obtained the best PSNR val-
ues in 42% of the experiment, followed by the HHO with
32%. In terms of SSIM measure, the MPAMFO obtained
the best values in 78% of the experiment, whereas, the MPA
is ranked second with 15%. In the fitness values, the GOA
showed the highest values in 35% of the experiment, followed
by theMPAMFOwith 32%. However, the performance of the
GOA is the worst one in the other measures; it increases the
fitness value without saving the qualities of the images.

Figure 6 depicts the threshold values obtained by each
algorithm to segmented images at threshold level 19.

From the above discussion in Tables 2-4, it can be seen
that the developed MPAMFO has a high ability to obtain
the suitable threshold values that can be used to segment the
images. However, other MH techniques used in this study fail
to provide the optimal threshold values. The main reason is
that most of them can stagnation at the local optimal point
since they have high exploration ability with weak exploita-
tion ability. Also, by analyzing the behavior of HHO, we see
that it avoids this problem so it can provide results better than
other MH algorithm since its exploitation is better than its
exploration ability. Meanwhile, the proposed MPAMFO can
balance between two these phases.

1) ROBUSTNESS OF THE DEVELOPED MPAMFO
To validate the robustness of MPAMFO, a set of experiments
are performed using the same previous ten images under
variants of three values of Gaussian noise (i.e., 0.03, 0.05,
and 0.1); and at five images (I1, I3, I7, I8, and I9).
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FIGURE 6. Threshold values obtained by each algorithm over the histogram of image I1.

Table 5 illustrates the average of SSIM, and PSNR
values for the traditional MPA and proposed MPAMFO
at threshold levels 6, 16, and 19. One can be seen
from these results that the proposed MPAMFO pro-
vides better results than traditional MPA in most of the
tested cases, especially with increasing the level of noise.
In addition, it can be observed that the performance of

the two algorithms is decreased by increasing the noise
level.

D. SECOND EXPERIMENT: REAL-WORLD APPLICATION OF
COVID-19 CT IMAGES
To assess the quality of the segmentation method for
COVID-19 CT images, a set of thirteen images is used
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TABLE 5. Results of study the influence of noise on the quality of MPAMFO.

from [53] as in Figure 7. These images are collected
from different datasets such as CheX aka CheXpert [94],
OpenI [95], Google [96], PC aka PadChest [97], NIH aka
Chest X-ray14 [98], and MIMIC-CXR [99]. The images are
resized to 224× 224 pixels [53]. Each of which is segmented
using five thresholds’s levels (i.e. 6, 8, 15, 17, and 19). The
results are recorded in Tables 6-8 and 8-10.
Table 6 shows the results of the PSNR measure for the

images. The results indicate that the MPAMFO obtained
the best PSNR values in 11 images at the threshold level 6
whereas, the SSO and PSO got the best results in only one
image for each one and they are ranked second and third,
respectively. The HHO and CS obtained the fourth and fifth
rank. The MPAMFO outperformed all other algorithms at
level 8, and it obtained the best PSNR values in 69% of the
images. The MFO is ranked second, followed by PSO, SSO,
HHO, CS, GWO, andMPA, respectively. At levels 15 and 19,
the MFO got the second rank after the MPAMFO then the
CS came third. The rest of the algorithms were ordered as
follows, SSO, HHO, PSO, MPA, then GWO, while the GOA
showed the worst performance in all images. At level 17,
theMPAMFO produced the best results in 9 images, whereas,
the HHO and SSO performed equally with two images for
each one. The CS was ranked fourth. While the MFO and
MPA showed the same performance in most images. The
GOA showed the worst performance in all images at all
threshold levels. At all levels, theMPAMFO obtained the best
values in 46 out of 65 cases (13 images and five threshold
levels), as shown in Figure 8.
To analyze the SSIM results, Table 7 and Figure 9 report

that the MPAMFO is ranked first at all thresholds levels.
It recorded the best SSIM values in 13, 7, 5, 7, and 8 images
at thresholds levels 6, 8, 15, 17, and 19, respectively, and
achieved the best SSIM in 61% of all cases. The HHO is
ranked second at levels 17 and 19. In these levels, the CS
and GWO obtained the third and fourth rank, followed by
SSO and PSO, respectively. At level 8, the HHO showed the
best performance after the MPAMFO, followed by CS and

PSO, respectively. At level 15, the GWO produced the best
SSIM values in three images, whereas, the HHO showed the
best results in one image. The rest of the algorithms showed
similar performance except GOA.

The fitness function value is also analyzed and the results
are listed in Table 8 and Figure 10. These results show that
the MPAMFO obtained the highest fitness values at levels 6,
15, and 17 while the GOA came second, followed by HHO,
MPA, andGWO.At levels 8 and 19, theMPAMFOperformed
similarly as MPA; however, the average of the fitness values
for theMPAMFO is lightly higher than those of theMPA. The
GWO and HHO were ranked third and fourth, respectively,
followed by GOA, CS, PSO, and MFO.

In general, the MPAMFO obtained the best PSNR values
in 70% of the experiment, followed by the HHO with 9%
of the images. In terms of SSIM measure, the MPAMFO
obtained the best values in 61% of the images followed by the
HHO andGWOwith 12% and 8%of the images, respectively.
The MPAMFO also achieved the highest values in the fitness
values in 36% of all images, whereas, GOA obtained the
second-best in 25% of the images followed by HHO.

Figure 12 depicts the threshold values obtained by each
algorithm to segmented image I1 for COVID-19.

E. STATISTICAL RESULTS
In this section, we applied Friedman test to study the robust-
ness of all algorithms in the experiments. The Friedman test
statistically ranks the algorithms. In this rank, the highest
value is the best. The results of first and second experiments
are listed in Table 9 and 10, respectively.

From Table 9, the MPAMFO algorithm obtained the high-
est mean rank among the two measures (i.e., PSNR and
SSIM), followed by the HHO, CS, SSO, PSO, MPA, and
MFO, respectively, in the PSNR measure; and the HHO,
MPA, CS, GWO, SSO, PSO, and MFO, respectively, in the
SSIM measure. For the second experiment, Table 10 shows
that theMPAMFO algorithm also has the highest rank in both
measures, followed by SSO and HHO. Whereas, CS, MFO,
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FIGURE 7. Histograms and original COVID-19 images.
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TABLE 6. Results of the PSNR measure for all algorithms for the second experiment.
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TABLE 7. Results of the SSIM measure for all algorithms for the second experiment.
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TABLE 8. Results of the fitness function value for all algorithms for the second experiment.

125324 VOLUME 8, 2020



M. Abd Elaziz et al.: Improved MPA With Fuzzy Entropy for MLT: Real World Example of COVID-19 CT Image Segmentation

TABLE 9. Friedman test results for the first experiment.

TABLE 10. Friedman test results for the second experiment.

FIGURE 8. Summary of the PSNR results for the second experiment.
(a) illustrates the performance of each algorithm at thresholds levels.
(b) illustrates the numbers of the best cases obtained by each algorithm.

PSO, and MPA, and GWO allocate from the fourth to eighth
ranks, respectively according to PSNR measure. Meanwhile,
based on the SSIM value, the algorithms are ranked as in the
following order, the CS, HHO, SSO, GWO, PSO, and MFO,
respectively. From these two tables, it can see that GOA is the
worst result according to the results of the experiments.

FIGURE 9. Summary of the SSIM results for the second experiment.
(a) illustrates the performance of each algorithm at thresholds levels.
(b) illustrates the numbers of the best cases obtained by each algorithm.

For further analysis, the Wilcoxon rank-sum test is used to
check the statistical differences between the proposedmethod
and the compared algorithms as in Tables 11 and 12. From
Table 11, there are statistical differences between MPAMFO
and MPA, GWO, GOA, and MFO based on the PSNR mea-
sure. Whereas, based on the SSIM measure, there are statis-
tical differences between MPAMFO and GOA, SSO, PSO,

FIGURE 10. Summary of the fitness value results for the second experiment. (a) illustrates the performance of each algorithm at thresholds
levels. (b) illustrates the numbers of the best cases obtained by each algorithm.
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FIGURE 11. Segmented image and Threshold values obtained by each algorithm over the histogram of image I1 for
CoVID-19.

FIGURE 12. Segmented image and Threshold values obtained by each algorithm over the histogram of image I1 for
CoVID-19.

and MFO. From Table 12, the MPAMFO showed statistical
differences with all algorithms in both measure except the
SSO for the PSNR, and HHO, CS, and PSO for the SSIM
measure.

From the above two experimental series, it can be observed
the superiority of the developed MPAMFO overall the com-
pared algorithms. However, MPAMFO has some limitations
that need to be improved; for example, complexity is higher
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TABLE 11. Wilcoxon rank sum test results for the first experiment.

TABLE 12. Wilcoxon rank sum test results for the second experiment.

than the original MPA. Since it depends on MFO (dur-
ing exploration phase) that using the sorting process during
searching about the optimal threshold values, and this per-
formed by using Quicksort algorithm. In addition, the initial
population affects the quality of the final output, and for
fixing this point, the chaotic maps or opposite-based learning
techniques can be used.

VII. CONCLUSIONS
This paper presents an efficient multi-level thresholding
(MLT) method for image segmentation including medical
image segmentation, such as COVID-19 CT images. The
proposed method uses a new swarm intelligence (SI) method,
called marine predators algorithm (MPA). The MPA is a
novel SI method, and therefore, for our knowledge, this
study presents the first application of the MPA for image
segmentation. The MPA is improved using the moth-?ame
optimization (MFO) algorithm. The operators of the MFO
are applied to improve the exploitation ability of the MPA
by working as a local search of the MPA. The proposed
MPAMFO was evaluated with different images, including
CT images of new coronavirus (COVID-19), and it showed
good and stable performances in all tests. More so, extensive
comparisons were implemented to approve the superiority of
the proposed MPAMFO over several existing methods, such
as GWO, SSA, CS, PSO, and the originals MFO and MPA.
Evaluation outcomes showed that the MPAMFO outperforms
other methods in terms of SSIM, PSNR, and fitness value.

Overall, the proposed MPAMFO assesses its high perfor-
mance; therefore, in the future, it could be improved to be
applied in various optimization applications, such as time
series forecasting, data clustering, cloud computing, machine
job scheduling, and others. Also, for COVID-19 CT image
segmentation, there are several algorithms can be consid-
ered in the future work, such as improving MPAMFO as
a multi-objective image segmentation method, using recent
new MH technique such as Henry Gas optimization algo-
rithm, and Slime mould algorithm.
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