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ABSTRACT

The field of healthcare has undergone a radical change as a consequence of the latest advancements in deep learning. Recently, the development of 
visual substitutes for visually impaired people (VIP) has significantly aided research on assistive technology (AT). However, there is still little usage 
of ATs to understand the fundamental meaning of various written substances. This research presents a novel hybrid model of convolutional neural 
network (CNN) and long short-term memory (LSTM) for Arabic handwritten character recognition (AHCR) to present AT for VIP. This technique 
offers a practical way to improve accessibility for those who are visually impaired. The CNN’s convolutional layers are used to capture both local 
and global patterns by extracting hierarchical information from the intricate and varied shapes in Arabic characters. After feeding these features 
into the LSTM network, the model comprehends the sequential nature of Arabic writing by capturing contextual information. Combining these two 
architectures allows the model to take advantage of temporal as well as spatial correlations, which improves recognition accuracy for complex Arabic 
letters. In this work, text-to-speech technology is also used to turn the recognized text into audio. To validate the model performances, we employed 
the publically available Arabic Handwritten Characters Dataset, which includes a range of writing situations and styles. The proposed CNN–LSTM 
model outperforms conventional methods for AHCR and achieves the highest accuracy of 98.07% over the state-of-the-art approaches.
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INTRODUCTION

In the last 10 years, machine learning (ML) techniques and 
applications have helped to create significant developments 
in the assistive technology (AT) space. Researchers are mak-
ing use of these developments to continually enhance peo-
ple’s quality of life, particularly for those who are disabled or 
have serious health issues (Bhattamisra et al., 2023). Visual 
ability plays a crucial role in performing various activities 
of daily life. Loss of sight is a major problem for anyone. 
Globally, more than 1 billion people live with some form of 
disability (World Health Organization, 2011). According to 
the World Health Organization, one-sixth of the world’s pop-
ulation is visually impaired (Pydala et al., 2023). A person 

may have mild, moderate, severe, or complete blindness as 
their level of vision impairment. Recent developments in 
deep learning (DL) have made research projects and inno-
vative solutions for those with visual impairments more well 
liked (Khosrobeigi et al., 2022). For those who are visually 
impaired, these solutions can provide safety, confidence, and 
self-sufficiency when performing daily duties. Improving 
accessibility for the blind and visually impaired is a constant 
motivator in the ever-changing field of AT (Ang et al., 2016). 
Research studies on AT cover a variety of conditions, includ-
ing cognitive, auditory, and visual impairments. The AT con-
verts identified elements, such as text or objects, into audio 
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translations via a text-to-speech conversion mechanism 
(Dokania and Chattaraj, 2022). Through the usage of an 
aural interface, users can access the content by having spo-
ken words corresponding to the identified written or visual 
content. Text-to-speech technology improves accessibility 
for people who might have trouble understanding textual or 
visual information by using synthesized speech to communi-
cate the meaning of detected items (Alahmadi et al., 2023). 
Digital engagement and autonomous reading are greatly 
facilitated by the ability to accurately recognize handwrit-
ten characters. The complex character of Arabic script poses 
particular obstacles in the context of Arabic handwritten 
character recognition (AHCR) (El-Awadly et  al., 2023). 
However, because Arabic is a complicated alphabet with 
multiple forms for the same letter, there is a dearth of com-
parable studies on Arabic literature, making it a difficult task 
(Varma and Zisserman, 2003). The advancement of optical 
character recognition (OCR) for handwritten text, particu-
larly Arabic script, is greatly dependent on artificial intelli-
gence (AI). By examining visual characteristics and finding 
patterns that correspond to particular letters, AI approaches 
like ML, DL, and neural networks (NNs) teach OCR systems 
to recognize and interpret handwritten text more accurately. 
AI-powered OCR has several applications, such as digitizing 
old documents, automating data entry, and helping people 
with vision impairments. It can also separate text into indi-
vidual characters and recognize language and script (Zhang 
et  al., 2018). To detect intricate patterns and associations, 
DL employs NNs, whereas ML techniques utilize statistical 
models. This allows OCR to distinguish between the dis-
tinctive characteristics of each character and the context in 
which it appears (Li et al., 2021).

There is a clear research space in AHCR for the visually 
handicapped. The goal is to develop sophisticated mod-
els that can handle the complexities of Arabic script with-
out sacrificing readability. While existing systems achieve 
impressive progress in character identification, they are not 
always able to meet the particular difficulties presented by 
handwritten Arabic characters (Maalej and Kherallah, 2020). 
By presenting the proposed novel convolutional neural net-
work–long short-term memory (CNN–LSTM)-based model 
specifically created to meet the unique demands of the vis-
ually impaired, this research seeks to close this gap. The 
shortcomings of the existing character recognition models 
and OCR technologies highlight the research gap. Arabic 
characters have complicated forms and contextual variances 
that make them difficult for many conventional models to 
interpret effectively, even after being trained on a variety of 
scripts. This discrepancy is made worse when these models 
are modified to account for users’ visual impairments, high-
lighting the need for a customized solution. Furthermore, the 
current state of AHCR is deficient in the thorough integra-
tion of state-of-the-art technologies, like CNN and LSTM 
architectures (Alrobah and Albahli, 2022). Although individ-
ual designs have shown effectiveness in specific scenarios, 
the synergistic combination of CNN and LSTM remains 
uncharted ground in the field of visually impaired Arabic 
character recognition.

The restricted investigation of transfer learning strategies 
in AHCR, particularly about Arabic script, is another area of 

study deficiency. There is a lack of research in this particu-
lar area about the possible advantages of using pre-trained 
vision transformer models for feature extraction and gener-
alization. This disparity restricts the flexibility and resilience 
of current models when faced with the variety of handwrit-
ing styles common in Arabic scripts (Zerdoumi et al., 2022). 
The proposed CNN–LSTM model fills these research gaps 
and attempts to establish new standards for inclusivity and 
accuracy while also introducing a fresh take on AHCR. 
Transfer learning is incorporated with a special emphasis on 
the complexities of Arabic script, which adds a great deal to 
the body of knowledge and is a revolutionary step toward 
giving blind people a sophisticated and usable reading and 
comprehension aid. DL has changed a number of healthcare 
areas in the last few years, from therapy recommendations to 
medical imaging examinations. The CNNs and LSTMs have 
exposed peculiar operations in tasks containing illness analy-
sis, medication growth, and persistent consequence forecasts 
(Ganesan et  al., 2022). For instance, CNNs have achieved 
considerable improvement in processing medical images, 
even in outdoor areas, which speeds up the analysis and deci-
sion-making process. Similarly, LSTMs are outstanding at 
classifying temporal correlations in sequential data, which 
assist in predicting the type of disease, its history, and its 
stages. Furthermore, DL models are widely used to improve 
healthcare and enhance the quality of life (Zhou et al., 2021). 
Through the use of novel methods such as the CNN–LSTM 
model, it will assist visually impaired people (VIP) to read 
and understand the text efficiently. The main contributions of 
this research are highlighted as follows:
• Due to the complex shapes and contextual variations in 

Arabic handwritten characters, an accurate recognition 
system is a challenging task. The combination of CNN 
and LSTM architectures considerably improves the accu-
racy by effectively capturing both spatial features and 
sequential features. This novel approach results in a more 
accurate recognition system compared to conventional 
techniques.

• The proposed model is designed to work in real time, 
making it suitable for incorporation into portable devices 
and AT. The capability to process information in real time 
supports VIP in reading and comprehending the handwrit-
ten Arabic language in routine circumstances.

• The proposed model is capable of providing recognition 
outcomes in several output modalities, including text and 
audio. This adaptability enables various likes and supports 
among the visually impaired population, offering greater 
usage and accessibility.

• The proposed model is flexible and scalable, allowing it 
to be utilized not only with Arabic but also with hand-
written text in other languages that possess similar char-
acteristics. The model offers a significant addition to the 
wider domain of handwritten text recognition due to its 
versatility.

The remainder of the paper is organized as follows. The 
Related Works section presents related works and dis-
cusses prior potential solutions for vision impairment. The 
Methodology section describes the proposed methodology, 
elaborating on the CNN–LSTM-based model’s approach 
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to identifying Arabic handwritten letters adapted for those 
with visual impairments. The Experiments section covers the 
experimental phase, which includes a description of the tri-
als, training techniques, and specific parameters used in the 
execution of the proposed model. The Conclusion section 
concludes this work and provides insight for future efforts.

RELATED WORKS

In this section, we discuss the different state-of-the-art tech-
niques used by AHCR for VIP. In recent years, major advances 
in AHCR have been made in response to the growing demand 
for inclusive technologies. The necessity to improve accessi-
bility for VIP is driving this progress (Younis, 2017). Vision 
impairment is a prevalent ailment that varies in intensity. The 
provision of visual substitution through equipment has been 
made possible through the integration of AT. This enables 
the VIP to understand their surroundings (Tapu et al., 2020; 
Swathi et  al., 2021). The study conducted by Shelton and 
Ogunfunmi (2020) combined their trained model with a web-
cam to distinguish things in real time. Lastly, their application 
took advantage of text-to-speech conversion to audibly speak 
what their trained model identified, enabling users to under-
stand their environments. They tried two changes to the orig-
inal architecture to enhance its performance for their applica-
tion of image recognition for the visually handicapped after 
receiving preliminary findings from the retrained AlexNet. 
The fully connected layers underwent the first modification, 
and the convolutional layers underwent the second modifi-
cation. According to their findings, 88% of exterior object 
data and 92% of internal object data were recognized. The 
research published by El-Sawy et  al. (2017) gathered the 
Arabic Handwritten Characters Dataset (AHCD) contain-
ing 16,800 isolated character pictures. To train and test the 
dataset, they used a CNN DL architecture. They employed 
optimization strategies to improve the CNN’s performance. 
On testing data, their proposed CNN had an average classifi-
cation accuracy of 94.9%. The work conducted by Aichaoui 
et al. (2022) integrated AraBART with the SPIRAL dataset, 
which comprises eight types of error for training and test-
ing. The best recall was allegedly 0.863 for space-related 
issues. However, an unequal distribution of error categories 
was observed, which could explain why the findings were not 
better. However, they claimed that this high result highlights 
the possibility of robust outcomes. If the model is trained on 
more datasets, as well as the possibility of using more text 
embeddings. The study conducted by Awni et  al. (2022) 
investigates the performance of three deep CNNs for detect-
ing Arabic handwritten words that have been randomly ini-
tialized. Then, for the same job, they assessed the ResNet-18 
model’s performance, which was pre-trained using the data-
set provided by ImageNet. Finally, utilizing the ResNet-18 
model, we suggest a method for progressively transferring 
mid-level word picture representations across two succes-
sive stages. To determine the most successful approach to 
implementing transfer learning, they did four distinct series 
of studies utilizing IFN/ENIT (v2.0p1e) and AlexU-W, two 
well-known offline Arabic handwritten word datasets. Their 

findings show that employing ImageNet as a source dataset 
enhances recognition accuracy of the 10 most commonly 
incorrectly classified terms of the IFN/ENIT dataset by 14%, 
while their suggested technique improves recognition accu-
racy by 35.45%. They achieved a recognition accuracy of 
up to 96.11% in the entire dataset, which is approximately a 
2.5% enhancement over previous state-of-the-art techniques. 
The work done by Maalej and Kherallah (2018) proposes 
a new system that is built on the combination of two deep 
NNs. First, a CNN extracts feature from raw images automat-
ically, followed by a bidirectional long short-term memory 
network and a connectionist temporal classification layer for 
sequence labeling. This model is validated using an enhanced 
IFN/ENIT database developed using data augmentation tech-
niques. This hybrid design produces enticing performance. 
It outperforms both handcrafted feature-based techniques 
and automatic feature extraction models. According to the 
findings of the experiments, the recognition rate is 92.21%. 
The work done by Boualam et  al. (2022) tested the model 
on a set that was split from the same augmented set used for 
training. The development of such high accuracy is not an 
unusual phenomenon; nonetheless, it may indicate an over-
fitted model because no genuine generalization testing was 
undertaken. As a result, the authors could do considerably 
more robust testing of their model using the other unused 
parts of the IFN/ENIT dataset. Furthermore, they inverted 
the word error rate reporting to 91.79% rather than 8.21%, 
which may cause some confusion. The work conducted by 
ElAdel et  al. (2015) introduced an NN architecture based 
on the fast wavelet transform and the AdaBoost algorithm. 
The Arabic handwritten character classification system was 
learned and tested using the IESK-arDB dataset, which con-
tains 6000 segmented characters. The categorization rate 
for the various character groupings is 93.92%. The work 
published by Alahmadi et  al. (2023) utilized the Microsoft 
Common Objects in Context dataset to validate the work 
presented in their proposed model. To improve the training 
process, image preprocessing techniques were used, and hand 
annotation guarantees that every image is accurately labeled. 
Through the use of text-to-speech conversion, the module 
gives VIP audio information to help them recognize obsta-
cles. Following 4000 training iterations, the model attains an 
accuracy of 96.34% on test photos taken from the dataset, 
with a loss error rate of 0.073%.

The ability to detect and recognize text from images 
has become a popular topic. Several apps are created for 
text identification using DL approaches (Abbadeni et  al., 
2013). However, in the case of the Arabic language, very 
limited research is conducted, while most studies focus on 
English or other extensively used languages (Patel, 2013). 
The research published by Lawgali et al. (2014) presented a 
new segmentation-based framework for AHCR. An  artificial 
neural network was employed to detect the outline of a 
character using data gathered from discrete cosine trans-
form. Their approach was tested by the IFN/ENIT database, 
which has 6033 characters. The average rate of recognition 
is 90.73%. Despite advances in AHCR, there is still a sig-
nificant gap in addressing the special demands of visually 
impaired individuals who use Arabic characters. Existing 
models frequently lack the resilience required to handle the 
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wide range of writing styles, ligatures, the rich morphologi-
cal complexities of the Arabic language itself, and variations 
found in Arabic script (Alrobah and Albahli, 2022; Fakhet 
et al., 2022; Alyahya et al., 2023). This paper seeks to fill that 
void by providing a novel CNN–LSTM-based model suited 
for AHCR with an emphasis on improving accessibility for 
the visually impaired. The proposed model is used to capture 
both temporal and spatial correlations in the handwritten text 
images (Tayal et al., 2021). CNNs are good at extracting local 
features from images, while LSTMs work well at processing 
sequential data that have long-range dependencies, which 
makes them useful for tasks like handwriting recognition.

METHODOLOGY

Due to the complex ligatures and cursive writing style of 
Arabic characters, AHCR poses distinct difficulties. The 
capability to reliably identify and comprehend handwritten 
text can sufficiently improve the self-reliance and written 
communication of VIP. In this context, the proposed work 
introduces a novel CNN–LSTM-based model that com-
bines CNN and LSTM to overcome these problems and 
assist VIP in recognizing Arabic handwritten characters. In 
this work, we observed that CNNs are useful for retrieving 
spatial characteristics of the Arabic text from the images. 
Within the framework of AHCR, the CNN part of the model 
is adept at obtaining fine information from Arabic charac-
ters, like curves, strokes, and letter-to-letter connections. 
Convolutional filter layers recognize various characteristics 
at different abstraction levels, ranging from edges to com-
plex patterns, which are unique to Arabic letters. The LSTM 
component observes the spatial information retrieved by the 

CNN and comprehends it in the setting of adjacent letters. 
This sequential understanding is essential for identifying 
handwriting in cursive style because a character’s look can 
be modified by its nearby letters. The proposed model can be 
incorporated into any portable device, like camera-equipped 
reading aids or mobile phones. These gadgets can be used 
to record handwritten notes, text, or any other type of text; 
understand it instantly; and turn it into audible speech. 
Utilizing this approach, people with visual impairments can 
read handwritten letters from their friends, relatives, or col-
leagues on their own by enabling the recognition of Arabic 
handwriting. This encourages their personal and professional 
autonomy and lessens their reliance on sighted support.

Figure 1 shows the proposed methodology; in the first step, 
the system receives its input in the form of an image compris-
ing Arabic text. This input image has been preprocessed to 
ensure consistent size and uniform dimensions. The normal-
ized image is then processed employing several convolutional 
layers. In this study, the CNN takes the image and extracts 
its spatial characteristics. Next, the LSTM network receives 
these features. The LSTM network acquires temporal con-
nections and contextual information by processing the feature 
sequence. The character with the highest likelihood is chosen 
as the recognized character. Utilizing text-to-speech technol-
ogies, the detected text is converted into audible speech.

Data collection

In this research, we used the publicly available AHCD. 
During the selection process, we gave special considera-
tion to datasets that are not only large and typical of Arabic 
handwritten characters but also specifically designed to meet 
the needs of blind people. The Arabic script’s contextual 

Figure 1: Steps performed in the proposed methodology. Abbreviations: CNN, convolutional neural network; LSTM, long 
short-term memory.
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variations, ligatures, and writing styles are all represented in 
the dataset’s wide variety of handwritten characters.

Data preprocessing

We performed thorough data preprocessing before training 
the proposed model to achieve optimal model performance. 
We preprocessed the AHCR dataset using a wide range of 
Python packages. We used Pillow (PIL) for image load-
ing and manipulation, NumPy for numerical operations, 
OpenCV for image processing tasks including color conver-
sion and scaling, and TensorFlow and Keras for the develop-
ment of a DL model as part of our preprocessing pipeline. To 
improve dataset variety, we also used the Augmentor pack-
age for image augmentation. These well-chosen packages 
made it easier to prepare the dataset for the CNN–LSTM 
model’s training and assessment later on, guaranteeing reli-
able character recognition that is appropriate for those with 
visual impairments. Normalization of photographs, scaling 
to a standard format, and augmentation procedures to allow 
for variances in writing styles are all part of the process.

Normalization of images

The process of normalization entails scaling the image’s 
pixel values to a conventional range, such as [0, 1] or [−1, 
1]. To promote steady convergence during model training, it 
is imperative that certain features not take precedence over 
others during the training process.

Resizing to a consistent format

Resizing all photos to a standard format guarantees that they 
have the same dimensions and can be consistently input into 
the model. This phase is critical because CNNs have fixed-
size input layers, and having images of variable sizes may 
cause issues during training.

Augmentation techniques

Augmentation is the process of introducing random 
adjustments to images, such as rotation, flipping, or 

brightness and contrast changes. The goal of augmentation 
is to increase the variety of the training dataset artificially 
(Eltay et al., 2021). By exposing the model to several mod-
ified versions of the same image, it becomes more robust 
and capable of generalizing to previously unknown data. 
This is especially useful when dealing with writing style 
changes that may not be fully reflected in the original 
dataset.

Handling imbalances in the dataset

Imbalances in the dataset emerge when particular classes are 
not adequately represented or heavily represented in com-
parison with others. Oversampling and undersampling strat-
egies are used to tackle this. Oversampling entails making 
more copies of instances from the underrepresented class, 
and undersampling entails reducing the number of instances 
from the overrepresented class (Nassiri et  al., 2022). We 
employed the synthetic minority oversampling technique to 
produce synthetic samples of Arabic handwritten characters 
from the minority class to address imbalances in the dataset. 
To mitigate the class imbalance, we used a random under-
sampling strategy with replacement in our Arabic handwrit-
ten character dataset. This involved randomly eliminating 
instances from the majority class. Balancing the dataset in 
this way prevents the model from being biased toward the 
majority class during training, providing equal representa-
tion and correct learning for all classes. The Arabic hand-
written characters are the primary emphasis of the system’s 
use of CNNs for precise text detection and recognition from 
visual inputs (Alahmadi et  al., 2023). The recognized text 
is then shown on the user’s screen, resulting in an interface. 
The system incorporates text-to-speech conversion methods, 
which enable the text to be identified to be converted into 
speech with ease. Text-to-speech systems improve acces-
sibility for VIP by generating speech. These sounds feel 
natural by anticipating and synthesizing the auditory pat-
terns associated with certain language aspects. This enables 
visually impaired users to access written content through 
an auditory interface. This all-inclusive paradigm stresses 
a comprehensive and inclusive user experience for people 
with visual impairments, while also addressing the complex-
ities of AHCR. Table 1 represents examples of preprocessing 
steps.

Table 1: Examples of simplified preprocessing step representations.

Preprocessing step Explanation Example

Image normalization Pixel values should be 
scaled to a defined range.

Original pixel values: [100, 150, 200]

Normalized pixel values: [0.2, 0.5, 0.8]

Resizing to a 
standardized layout

Resize the image to a 
consistent scale.

Original image size: 100 × 100 pixels

Resized image size: 64 × 64 pixels

Methods of 
augmentation

For data diversity, introduce 
random transformations.

Original image: 100 × 100

Augmented image: 64 × 64

Managing dataset 
imbalances

To rectify class imbalances, 
both an oversample and 
an undersample should be 
used.

Original dataset:
Class A (1000 instances), Class B (200 instances)
Balanced dataset:
Class A (1000 instances), Class B (1000 instances)
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Convolutional neural network

The CNN is the most widely used and effective DL method in 
image processing. It has various applications in text  analysis, 
object detection, and recognition (Agarap, 2018; Tayal et al., 
2021). CNNs are made up of numerous fundamental layers, 
which are then followed by the corresponding activation 
functions. Actually, there are three basic layers that make up 
the CNN framework: the fully connected layer, the pooling 
layer, and the convolutional layer. We accomplished the task 
of collecting hierarchical features from input images that fall 
to the CNN component. It consists of several convolutional 
layers, which are followed by a pooling layer, which together 
make up the feature extraction process. The purpose of these 
layers used in this work is to capture the unique characteris-
tics and spatial patterns seen in Arabic handwritten charac-
ters. The proposed CNN-based LSTM framework is shown 
in Figure 2.

Input layer

The input layer receives a fixed dimension of grayscale 
images. Each pixel in these images indicates the grayscale 
color’s strength, which is displayed as matrices of pixel 
 values. During preprocessing, each image is resized to 
64 × 64 pixels. If the width and height of the input images are 

W
in
 and H

in
, respectively, then the input layer can be signified 

as a matrix X with a size of W
in
 × H

in
.

Convolutional layer

The convolution layer consists of various filters that scan 
the input image to extract features. Each filter has a specific 
design. Following the convolutional process, an activation 
function called rectified linear unit (ReLU) is employed to 
produce non-linearity. Let W

f
 and H

f
 be the filter width and 

height, respectively, and let F be the number of filters. The 
following yields the convolution operation as denoted by 
Equation (1):

  (    ),i i iC Ó W X b= ∗ + (1)

where σ is the activation function, b
i
 is the bias, ∗ indicates

convolution, and C
i
 is the output feature map of the ith filter. 

The weights of the filter are W
i
. Similarly, let us look at a 

straightforward example where a little portion of the input 
image I is subjected to the 3 × 3 filter K as represented in 
Equation (2):

3

, 1

( ,  ) ( 1,  1) ( ,  ),
=

= + − + − ⋅∑
i j

F x y I x i y j K i j  (2)

where F(x, y) represents the feature map value at (x, y) 
position. Pixel intensity in the input image is represented 

Figure 2: The proposed CNN-based LSTM framework. Abbreviations: CNN, convolutional neural network; LSTM, long short-
term memory.
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by I(x + i – 1, y + j – 1). The filter weights are shown 
by K(i, j). By calculating the weighted sum of the local 
region’s pixel intensities, this procedure highlights specific 
spatial patterns that the filter K represents. Thus, a low-
level characteristic that the filter identified is represented 
by the output F(x, y). Subsequent layers then use the out-
puts of earlier layers as input. As we proceed further into 
the network, it enables them to learn progressively more 
complicated patterns.

Pooling layer

An NN’s pooling layer is in charge of downsampling the 
input feature maps’ spatial dimensions to minimize their 
size while preserving crucial data. Typical pooling layer 
types, such as max pooling or average pooling, combine 
local data in a methodical way to produce a condensed 
representation that helps with feature extraction and 
 network computing efficiency (Younis, 2017). In this work, 
 downsampling is accomplished with max pooling as shown 
in Equation (3), where the pooled feature map is denoted 
by P

i
:

max( ).i iP C= (3)

Long short-term memory network

The LSTM networks are a type of recurrent neural network 
(RNN), which is capable of grasping order dependencies in 
predicting sequences (Graves, 2012). The LSTM network 
is used to learn temporal connections and contextual infor-
mation based on the sequential pattern of Arabic letters. It 
receives output from the CNN components and sequentially 
analyzes it, taking into account each character’s context 
about its neighboring characters.

Input sequence

In the input sequence, the feature vector is obtained, which is 
produced by the CNN model. In this study, T represents the 
CNN output features’ sequence length. The LSTM receives 
the input sequence as given in Equation (4):

1 2Seq ( ,  ,  ,  ).= … LP P P (4)

A set of values known as Seq is represented by this equa-
tion. P

1
, P

2
, P

L
, where L represents the sequence’s length, 

are the elements that make up the sequence. Each P
i
 rep-

resents a distinct element in the sequence. The output fea-
ture maps from the CNN pooling layer are used to generate 
this sequence (Seq). The sequence’s P is all related to the 
pooling feature map at a particular time step (i), which can 
be any value between 1 and L. This sequence is processed 
by the LSTM network, which improves recognition perfor-
mance overall by capturing temporal dependencies and pat-
terns within the feature maps. Thus, the suggested model, 
Seq = (P

1
, P

2
, …, P

L
) is a representation of the feature map

sequence that is obtained from the CNN and input into the 
LSTM for further processing.

LSTM cell

The purpose of LSTM networks is to extract temporal rela-
tionships from textual data. The network is applied to Arabic 
character data in order to acquire the associations between 
characters in a sequence, which is then used to comprehend 
the structure and semantics of the Arabic language. The 
input sequence is processed by the LSTM cell as defined in 
Equation (5):

1 1,  LSTM( ,  ,  ),− −=t t t t th c P h c (5)

where the hidden state is denoted by h
t
, the cell state is repre-

sented by c
t
, and the time step is indicated by t.

Hybrid model integration

The CNN component’s output serves as the input sequence 
for the LSTM component, resulting in a combined CNN–
LSTM architecture. The CNN represents spatial informa-
tion, while the LSTM represents sequential dependencies. 
The model’s prediction for the given handwritten character 
is represented as the final output.

Fully connected layer

After being flattened, the LSTM output is joined to a fully 
connected layer as Equation (6) indicates:

softmax( flatten( ) ),= ⋅ +fc T fcy W h b (6)

where W
fc
 stands for the weight’s matrix, b

fc
 stands for the 

bias, and flatten stands for the flattening operation on the 
LSTM output. Y stands for the output prediction in this 
equation.

Loss function

The loss function measures the error between predicted and 
actual values. Training entails modifying the model’s param-
eters to minimize this error, improving the model’s predic-
tive accuracy. We employed a cross-entropy loss function in 
the proposed study. It measures the performance of a classi-
fication model whose output is a probability value between 
0 and 1. The cross-entropy loss increases as the predicted 
probability diverges from the actual label. Equation (7) sig-
nifies the loss function:

log( ),ˆ= − ⋅∑
N

i i
i

L y y (7)

where N is the number of classes in this case. The ground 
truth is represented by y

i
, and ŷ

i
 is the estimated probability.

Optimizer

The last argument needed to assemble the model before train-
ing phenomena is an optimizer. The Keras library contains 
several optimizer variations, including Adam, root mean 
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square, stochastic gradient descent (SGD), and others. Adam 
(Kingma and Ba, 2014) is used to recognize hand gestures. 
During training, the “Adam” optimizer is used to lower the 
loss that is determined at the end of each epoch. The adaptive 
estimate of first- and second-order moments serves as the 
foundation for the SGD method that this optimizer employs. 
This method works well for issues requiring sophisticated 
data/parameter processing since it is computationally effi-
cient, requires less memory, and is invariant to diagonal 
rescaling of gradients. In this study, we used the Adam 
optimizer, a widely used stochastic optimization algorithm, 
to fine-tune the parameters of the proposed CNN–LSTM 
model. Equation (8) governs the optimization process:

1   ,
ˆ

 ˆ
θ θ α−= −

+∈
t

t t
t

m
v (8)

where to update the proposed model’s parameters θ
t
, we alter

them based on the gradients’ average direction ˆ tm  and scale
ˆ .tv  The learning rate α controls the size of the step, and we 
add a little value ∈ to avoid any problems with dividing by 
very small amounts. Adam is the perfect fit for our model 
because of its great computational efficiency, minimal mem-
ory needs, and invariance to diagonal rescaling of gradients. 
These qualities enable us to successfully explore the high- 
dimensional parameter space and improve the performance 
of the suggested model.

EXPERIMENTS

This section discusses the overall results of the experiment. 
We go over the training process, experimental design, and 
evaluation standards to show how the proposed framework 
performs the process of character recognition and text-to-
speech conversion.

Training process

This empirical study aims to assess the efficacy of the sug-
gested methodology in developing a hybrid CNN–LSTM-
based AHCR model tailored to the needs of VIP. We put into 
practice a brand-new CNN–LSTM model. We commence 
the procedure by gathering data, leveraging the AHCD, 
which is made freely available. We concentrate on data-
sets that are particularly created to meet the requirements 
of those who are blind. This dataset captures the various 
writing styles, ligatures, and contextual variants that come 
with using Arabic script. We next carry out a thorough data 
preprocessing to maximize model performance. We utilize 
multiple Python packages, including PIL, NumPy, OpenCV, 
TensorFlow, and Keras, to standardize image sizing, apply 
augmentation techniques to improve dataset diversity and 
normalize images. Specifically, managing dataset imbal-
ances via oversampling and undersampling techniques is 
essential to avoid biases during training. Using input pho-
tos, the CNN component is intended to extract hierarchical 
features. Using pooling layers for downsampling and con-
volutional layers for feature extraction, the CNN focuses on 

identifying distinct features and spatial patterns in Arabic 
handwritten letters. Concurrently, the LSTM part is pre-
sented to acquire contextual knowledge and temporal rela-
tionships through the sequential patterns present in Arabic 
script. After receiving the CNN’s output, the LSTM exam-
ines each character in turn, taking into account its context for 
its neighboring characters. Combining the CNN and LSTM 
components creates a hybrid model that makes use of both 
the LSTM’s capacity to capture sequential dependencies 
and the CNN’s spatial information in a synergistic way. The 
output of the softmax function is the prediction for a given 
handwritten character, and the final output of the model is 
obtained through a fully linked layer. The recognized text is 
converted into audio signals using text-to-speech conversion 
technology. Thus, VIP can easily listen to the audio text. A 
cross-entropy loss function is used to measure the difference 
between expected and actual values to train the model. To 
reduce this loss and increase the model’s forecast accuracy 
repeatedly, the parameters are adjusted during the training 
phase. This strategy is essential for improving the efficacy 
of the suggested CNN–LSTM-based model for AHCR, par-
ticularly when it comes to meeting the special requirements 
of people with visual impairments. We use precision, recall, 
and F1-score metrics to evaluate the performance of the pro-
posed model. These metrics provide us feedback, to further 
improve the accuracy and efficiency of the proposed model 
by revealing how efficiently it knows Arabic handwritten 
characters.

Evaluation criteria

In this section, we will employ the theoretical assessment 
equations listed below, denoted as Equations (9)–(12). We 
aim to evaluate the system’s text detection and recognition 
capabilities and calculate this proposed system’s accuracy 
value using the following formulas.

Accuracy

This is a basic statistic that calculates the proportion of accu-
rately predicted occurrences to total instances:

Accuracy ,
   

+
=

+ + +
P N

P N P N

T T
T T F F (9)

where T
p
 is the total Arabic characters that were recognized 

correctly, F
N
 is the number of Arabic characters omitted, F

P
 

is the quantity of non-Arabic characters that are mistakenly 
recognized as Arabic, and T

N
 is the quantity of non-Arabic 

characters successfully identified.

Precision

This measure shows how accurate positive forecasts are. The 
calculation is as follows:

Precision .=
+

P

P P

T
T F (10)
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Recall

This metric, which is computed as follows, assesses how 
well the model captures all positive instances. It is deter-
mined as follows:

 
 

Recall .
  

=
+

P

P N

T
T F  (11)

F1-score

The harmonic mean of recall and precision is known as the 
F1-score. It offers a harmony between recall and precision. 
It is computed as follows:

 
2

F1-score .
 
× ×

=
+
P R

P R
 (12)

The configuration that has been used to train the hybrid 
CNN–LSTM model for AHCR is shown in Table 2.

RESULTS AND DISCUSSION

In this section, we explain the suggested model’s outcomes 
and comparisons with several baseline techniques. We 
thoroughly assess the performance measures of the pro-
posed model using various metrics, such as accuracy, pre-
cision, recall, and F1-score. We also demonstrate the merits 
and limitations of the proposed model in comparison with 
state-of-the-art works. The CNN-based LSTM network is 
deployed in three different steps on the AHCR dataset for 
VIP, as displayed in Table 3. The CNN model’s initial imple-
mentation demonstrated good performance with an accuracy 

Table 2: Experimental configuration.

Experimental configuration Explanations

Model architecture CNN–LSTM

Dataset AHCD

Data preprocessing Image standardization, augmentation, normalization

Python packages used Pillow, NumPy, OpenCV, TensorFlow, Keras

Handling imbalanced data Oversampling and undersampling techniques

CNN Extracts hierarchical features

LSTM Captures contextual knowledge and temporal relationships

Training loss function Cross-entropy

Training phase Iterative parameter adjustment for loss reduction

Evaluation metrics Accuracy, precision, recall, F1-score

Special considerations Tailored to the needs of visually impaired individuals

Frameworks used TensorFlow and Keras

Data splitting The entire dataset is divided into three parts

Training set 80% of the dataset

Validation set 10% of the dataset

Test set 10% of the dataset

Learning rate 0.001

Batch size 64

Number of epochs 20

Convolutional layers 2

LSTM units 128

Dropout rate (CNN) 0.25

Dropout rate (LSTM) 0.5

Optimizer Adam

Loss function Cross-entropy

Image size 64 × 64 pixels

Augmentation techniques Random rotation

Oversampling technique Synthetic minority oversampling technique

Undersampling technique Random undersampling with replacement

Abbreviations: AHCD, Arabic Handwritten Characters Dataset; CNN, convolutional neural network; LSTM, long short-term memory.

Table 3: Proposed model with relevant baseline techniques.

Model Dataset Precision (%) Recall (%) F-score (%) Accuracy (%)

CNN AHCD 89.87 90.9 90.38 90.32

LSTM AHCD 93.04 95.07 94.04 94.65

CNN–LSTM AHCD 96.43 98.32 97.37 98.07

Abbreviations: AHCD, Arabic Handwritten Characters Dataset; CNN, convolutional neural network; LSTM, long short-term memory.
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of 90.32%, highlighting its ability to recognize Arabic hand-
written letters. The CNN’s convolutional layers allowed it to 
extract hierarchical features, allowing it to recognize various 
spatial patterns in the characters. However, the CNN had 
several limitations, particularly when it came to preserving 
the sequential dependencies inherent in Arabic script, which 
might cause problems when dealing with ligatures and con-
textual variants.

The LSTM model has been established in response to 
the CNN model’s limitations and has shown significant 
improvement. The LSTM tackled the difficulty of collecting 
sequential patterns in Arabic characters with a precision of 
93.04%, a recall of 95.07%, an F-score of 94.04%, and an 
accuracy of 94.65%. Because the LSTM excels at grasping 
temporal links and context, it is better suited to recognizing 
characters with complex structures. This capability is evi-
dent in improved precision and recall, implying fewer false 
positives and false negatives. The benefits of the LSTM com-
pensated for the sequential constraints of the CNN, resulting 
in a more robust model adapted to the demands of visually 
impaired users.

The CNN–LSTM model managed better than the two sep-
arate models, with precision, recall, F-score, and accuracy 
values of 96.43%, 98.32%, 97.37%, and 98.07%, respec-
tively. The hybrid model produced a synergistic impact by 
merging the sequential understanding of LSTM with the spa-
tial information extraction of CNN. By addressing the short-
comings of both CNN and LSTM, this combination created a 
potent AHCR system. The CNN–LSTM model showed that 
it could reduce false positives and false negatives at the same 
time since its precision and recall were higher than those of 
the individual models. The most successful method for sat-
isfying the unique needs of people with visual impairments 
was to take a comprehensive approach that made use of both 
spatial and sequential information. This allowed for accurate 
and dependable character recognition in a variety of writing 
styles and contextual variations.

A graphic depiction of the training and testing accuracy 
for each of the three models CNN, LSTM, and CNN–LSTM 
is shown in Figure 3. The graphic illustrates the accuracy 
values that demonstrate the performance of each model in 
the training and testing stages of the ML process. It shows 
that in the initial stages, the CNN model is quite good at rec-
ognizing patterns in space, but it faces trouble capturing the 

sequential relationships in Arabic letters. The LSTM is bet-
ter at identifying the intricate structures in Arabic characters 
since it is good at catching sequential patterns. The proposed 
method, which is specifically designed to meet the demands 
of visually impaired individuals, effectively utilizes the 
strengths of both architectures by utilizing LSTM after CNN 
and combining them in the CNN–LSTM model. This results 
in superior performance in AHCR. Similarly, the training 
and testing losses for the CNN, LSTM, and CNN–LSTM 
models are shown in Figure 4.

Comparison with baseline approaches

Table 4 shows a comparison of the suggested approach to 
current state-of-the-art approaches. We compare the results of 
the proposed methodology with the best methods on different 
Arabic datasets for VIP. A thorough evaluation of pertinent 
research, each providing its conclusions on datasets about 
the Arabic language, is part of the comparative analysis. The 
study conducted by Alrobah and Albahli (2022) focused on 
the application of a CNN–support vector machine (SVM) 
approach to the Arabic language utilizing the Hijja dataset. 
The goal of the study was to use the combined capabilities of 
CNNs and SVMs to extract features and classify data effec-
tively. The study yielded an astounding accuracy of 96.30%, 
demonstrating the ability of CNN-SVM to navigate the diffi-
culties of Arabic language data. By using the DL technique on 
the Flickr8k dataset, the model developed in 2022 was capable 
of AHCR, with an accuracy rate of 86%. In 2022, the Arabic 
Corpus dataset for audio data was examined using a CNN–
ReLU model, obtaining an impressive accuracy of 90%. In the 
same year, the EfficientNetB4 model was used on the Arabic 
Alphabets Sign Language dataset, yielding a 95% accuracy. 
An augmented reality approach using the AHT2D dataset pro-
duced a noteworthy accuracy of 95% in the follow-up study 
in 2023. In 2023, the Mask R-CNN technique on the Pascal 
VOC 2007 and Pascal VOC 2012 datasets yielded an accuracy 
of 83.90%. Although this method is an improvement, it might 
have trouble picking up on minute differences in AHCR.

In comparison with these baseline methodologies, our sug-
gested AHCD model greatly outperforms them. We obtain 
98.07% accuracy, outperforming state-of-the-art achieve-
ments in Arabic language processing. Through the merging of 
CNN and LSTM networks, the AHCD model is specifically 

Figure 3: Training and testing accuracy of CNN, LSTM, and 
CNN–LSTM. Abbreviations: CNN, convolutional neural net-
work; LSTM, long short-term memory.

Figure 4: Training and testing loss of CNN, LSTM, and 
CNN–LSTM. Abbreviations: CNN, convolutional neural net-
work; LSTM, long short-term memory.
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designed to capture complicated connections in sequential 
data. This combination enables our model to extract spatial 
data successfully using CNN and capture temporal depend-
encies using LSTM. Our approach excels in several areas. To 
begin, the model exhibits remarkable accuracy, suggesting 
its ability to grasp and handle Arabic language data. Second, 
by employing a new CNN–LSTM architecture, our model 
can capture both short-term and long-term dependencies, 
ensuring a more comprehensive comprehension of the data’s 
sequential structure. This capacity is especially important in 
jobs involving context, such as natural language processing.

Discussion

The proposed model is tested on the AHCD, which shows 
robustness across a variety of character shapes and styles. 
This adaptability demonstrates our model’s usefulness in 
a wide range of Arabic language processing applications. 
Various factors are taken into account for user experience 
testing. For example, in evaluating accessibility, the AHCR 
system integrates with visually impaired users’ workflows by 
taking into account accessibility features like braille displays 
and screen readers. The ease of use is taken by assessing 
the AHCR system user interface to find any usability obsta-
cles that VIP face while using the model. The accuracy is 
evaluated in identifying Arabic handwritten characters under 
various circumstances and distinct writing styles. Through 
continuous user experiences and feedback, we iteratively 
improve the proposed system’s performance.

In this work, we captured the diversity of Arabic handwrit-
ten characters in the actual world, including differences in 
writing styles, writing contexts, and environmental factors. 
However, more efforts are needed to fully capture the vari-
ations in writing styles and the impacts of context on writ-
ing. In this work, we observed that a smaller or less diverse 
dataset may provide overfitting or biased results, which may 
have an impact on the model’s performance and generaliza-
bility. Handwriting is a dynamic process, which varies con-
tinuously in terms of writing styles, sizes, and forms. This 
makes it difficult to accurately recognize characters, particu-
larly in the case of limited samples and when written in var-
ious contexts. Addressing these limitations and challenges is 
crucial for ensuring the practical relevance and effectiveness 
of the proposed CNN–LSTM model in real-world applica-
tions. Strategies for mitigating these challenges include data 

augmentation and transfer learning. Data augmentation is 
employed to increase the model resilience for various sam-
ples using syntactic data, which reflects a range of handwrit-
ing styles and variances. Transfer learning is used to improve 
the training process to adapt the proposed model to new writ-
ing styles by deploying pre-trained models.

In conclusion, our proposed CNN–LSTM-based model, 
AHCD, marks a big step forward in Arabic language process-
ing. Its remarkable precision, combined with its capacity to 
capture both spatial and temporal relationships,  distinguishes 
it as a cutting-edge solution that exceeds previous base-
line methodologies and establishes a new benchmark for 
excellence in the sector. The proposed CNN–LSTM-based 
model, created in 2023 on the AHCD, surpassed the baseline 
approaches. The shortcomings of the baseline methods were 
solved by the novel hybrid architecture, which combined CNN 
and LSTM. This customized method works well for identi-
fying Arabic characters, which makes it particularly useful 
in applications where the visually impaired need to identify 
characters accurately. The strength of this work is combining 
both CNN and LSTM to extract local features through CNN 
and maintain the temporal dependencies between words 
using LSTM. The limitation of this work is the computational 
complexity due to the convolution process used for feature 
extraction. Also, the performance of the model heavily relies 
on the quality and quantity of the training data.

CONCLUSION

In this study, we developed the CNN–LSTM-based model 
to recognize Arabic text and provide assistance for VIP. An 
auditory interface is also added for the detected Arabic char-
acters, to improve its usability. The model takes the efficacy 
of integrating the CNN and RNN by achieving a remarkable 
accuracy of 98.07% on the AHCD. The proposed method-
ology surpasses baseline techniques by tackling the unique 
constraints given by Arabic script, setting the groundwork 
for more inclusive technological solutions. This research not 
only advances the science of character recognition but also 
has the potential to improve the quality of life for people 
with visual impairments.

In the future, we plan to create a custom dataset that con-
tains several Arabic handwriting styles. We intend to investi-
gate transfer learning methodologies adapted to specific activ-
ities, as well as to improve user experience by introducing 

Table 4: Comparisons of the proposed model with baseline technique.

Study Year Dataset Method Language Accuracy (%)

Alrobah and Albahli (2021) 2021 Hijja CNN–SVM Arabic 96.30

Ganesan et al. (2022) 2022 Flickr8k DL Arabic 86.00

Bhatia et al. (2022) 2022 Arabic Corpus dataset CNN–ReLU model Arabic 90.00

Zakariah et al. (2022) 2022 ArASL EfficientNetB4 Arabic 95.00

Ouali et al. (2023) 2023 AHT2D Augmented reality Arabic 95.00

Alzahrani and Al-Baity (2023) 2023 Pascal VOC 2007, 2012 Mask R-CNN Arabic 83.90

Proposed model 2023 AHCD CNN–LSTM Arabic 98.07

Abbreviations: AHCD, Arabic Handwritten Characters Dataset; ArASL, Arabic Alphabets Sign Language; CNN, convolutional neural network; 
DL, deep learning; LSTM, long short-term memory; ReLU, rectified linear unit; SVM, support vector machine.
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real-time involvement. Furthermore, we plan to test the mod-
el’s robustness in a variety of environmental scenarios.
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