
89

Journal of Disability Research
2023 | Volume 2 | Issue 4 | Pages: 89–98
DOI: 10.57197/JDR-2023-0059

Deep Learning-Based Model for Detecting Dyslexia 
Using Handwritten Images
Yazeed Alkhurayyif1,*  and Abdul Rahaman Wahab Sait2

1Department of Computer Science and Information Systems, Al Quwayiyah College of Sciences and Humanities, Shaqra University, 
Shaqra 11911, Saudi Arabia
2Department of Documents and Archive, Center of Documents and Administrative Communication, King Faisal University, Al-Ahsa 31982, 
Saudi Arabia

Correspondence to: 
Yazeed Alkhurayyif*, e-mail: yalkhurayyif@su.edu.sa

Received: September 11 2023; Revised: November 30 2023; Accepted: November 30 2023; Published Online: December 16 2023

ABSTRACT

Across the globe, dyslexia and dysgraphia are two frequent learning disorders identified in classrooms. This condition is characterized by difficulties 
in age-appropriate reading without any sociocultural restrictions. Children with this disorder have difficulty recognizing word and letter patterns. 
Early identification of dyslexic children (DC) is crucial for providing them with the most effective educational opportunities. Researchers proposed a 
deep learning-based dyslexia detection system (DDS). However, there is a demand for a practical, lightweight framework for identifying DC. Thus, 
the proposed study intends to build a framework for detecting dyslexia. The proposed framework encompasses image processing, feature extraction, 
and classification models. The image-processing model enhances the image quality using contrast-limited adaptive histogram equalization and 
resizes the images into 512 × 512 pixels. For feature extraction, the authors employ you only look once V7 to extract features in a limited time. In 
addition, the MobileNet V2 with single shot detection lite is used to classify the handwritten images into normal and abnormal classes, respectively. 
The authors utilized the publicly available dyslexia dataset for performance evaluation. The test set contains 19,557 normal and 17,882 reversal 
(abnormal) images. The baseline models are employed for comparative analysis. The experimental study revealed that the proposed framework out-
performed the baseline models by achieving exceptional precision, recall, F1-Score, accuracy, and mean average precision of 97.9, 97.3, 97.6, 99.2, 
and 97.6, respectively. In addition, the proposed model obtained an exceptional mean intersection over union of 88.6. It can be implemented in educa-
tional institutions and healthcare centers. In the future, the authors can extend the research to build an integrated framework using biomedical images.
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INTRODUCTION

Neurodevelopmental disorders encompass dyslexia and dys-
graphia conditions (Perera et al., 2016). According to studies 
(Perera et al., 2016; Usman et al., 2021; Ahire et al., 2023), 
there are three distinct forms of dysgraphia: dyslexic dys-
graphia, spatial dysgraphia, and motor dysgraphia. Dyslexia 
is a form of learning difficulty that affects a significant por-
tion of the global population (Usman et al., 2021). It can 
be genetic or acquired, and it can be phonological, rapid 
naming, double deficit, surface, or visual. Dyslexic children 
(DC) face challenges in reading, writing, spelling, speed, 
word processing, and transcription (Battal, 2016). However, 
dyslexia does not impact the amount of intellect a specific 
individual possesses. It is linked with dyspraxia and atten-
tion deficit. In addition, DC experience low self-esteem, 
frustration, and hostility. Undiagnosed DC may experience 

academic difficulties and eventually drop out of school 
(Binbakhit, 2020).

Handwriting analysis is one of the dyslexia diagnostic 
techniques to identify DC (Nasir-Tucktuck et al., 2017). It 
relies on assessments of reading comprehension, written 
expression, and working memory (Nasir-Tucktuck et al., 
2017). Early screening and diagnosis are crucial to overcome 
the challenges in treating dyslexia (Richard and Serrurier, 
2020). Early dyslexia diagnosis in children increases the 
likelihood of effective intervention programs and enhances 
skills (Ahire et al., 2023). The diagnosis of dyslexia requires 
the expertise of an educational psychologist (Pralhad et al., 
2021). It is a complicated process that depends on a number 
of considerations, including the presence of a psychiatric dis-
order, the child’s cognitive ability, the existence of a chronic 
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disease, the presence of negative psychosocial factors, and 
the child’s psychosocial functional level (Patnoorkar et al., 
2023). The criteria for these assessments have been estab-
lished and standardized by subject-matter experts (Kumar 
et al., 2023).

Dyslexia can be identified in a variety of ways, depend-
ing on the country or nation. In the study (Jothi Prabha and 
Bhargavi, 2022), the authors highlighted the significance 
of culture, language orthography, dyslexia awareness, and 
 educational institutions in dyslexia detection. The global 
prevalence rate of children requiring special education 
accommodations has steadily risen over the past few dec-
ades (Drotár and Dobeš, 2020). In the United States, around 
7.3 million DC were served through the Individuals with 
Disabilities Education Act (Aldakhil et al., 2023). They 
found that almost one-third of all exceptional education 
pupils were classified as having a particular learning disabil-
ity. In the Kingdom of Saudi Arabia, there has been a surge 
in the number of individuals who have been diagnosed with 
learning disabilities (Poch et al., 2023). However, learning 
disability services in Kingdom of Saudi Arabia (KSA) have 
developed over time (General Authority for Statistics, 2023).

The identification of a large number of children who have 
learning disabilities can be a difficulty for the government 
when it comes to assisting the education system and assist-
ing children who have dyslexia to develop their capabilities 
in the field of learning (General Authority for Statistics, 
2023). Human experts are required to invest a lot of time 
and effort to process the data obtained directly from various 
educational institutions. In addition, there may be difficulty 
in obtaining a proper diagnosis due to the lack of health-
care specialists in KSA (People with Disabilities, 2022). 
The Administration of Learning Difficulties manages the 
Special Education Program across KSA. The Ministry of 
Education serves approximately 200,000 students through 
the program. They encourage researchers and fund projects 
to develop scientific tools and techniques for identifying 
dyslexia (People with Disabilities, 2022). The King Salman 
Center for Disability Research is responsible for funding and 
supporting the academic study of disabilities in the country 
(People with Disabilities, 2022). The center’s mission is to 
improve the quality of life of individuals with disabilities 
by developing scientific tools and techniques. They initiated 
study programs for people who have learning impairments. 
This motivates the authors to employ dyslexia detection to 
enable healthcare centers and educational institutions to sup-
port DC.

The application of contemporary computational technol-
ogy significantly improves conventional dyslexia diagnosis 
methods (Irwin et al., 2021). Traditional methods of detect-
ing dyslexia have been aided by computational intelligence 
methods, including fuzzy logic, soft computing, neural net-
works, and interactive multimedia and game-based methods 
(Isa et al., 2019). Identifying notable disparities in neuro-
logical behaviors and eye movements in individuals with 
dyslexia has offered new detection possibilities. Recent 
advances, including brain imaging and wave activation pat-
terns, can detect dyslexic behaviors. Machine learning (ML) 
is a promising tool for simulating and replicating human 
expert knowledge (Hamid et al., 2018; Khan et al., 2018; 

Alqahtani et al., 2023; Poch et al., 2023). In addition, using 
technologies including statistical analysis, computational 
intelligence, pattern recognition, and classification algo-
rithms can support physicians and instructors in identifying 
DC. An automated dyslexia detection system (DDS) can 
help educational institutions and healthcare centers detect 
DC (Rello et al., 2018; Spoon et al., 2019; Rosli et al., 2021).

Artificial intelligence (AI) investigates and develops 
computerized systems and software that can perform activ-
ities typically reserved for humans, including translation, 
decision-making, images, and speech recognition (Sasidhar 
et al., 2022). ML is a subfield of AI. It focuses on the devel-
opment of self-learning technology using a variety of data-
sets. On the other hand, deep learning (DL) categorizes 
data and produces optimal predictions. The literature shows 
that ML approaches perform effectively for disease classi-
fication (AlMedlij and Rubinstein-Ávila, 2018; Abed and 
Shackelford, 2020; Nazmal et al., 2022; Wang et al., 2023). 
In addition, ML techniques have been demonstrated to be 
extremely precise in identifying dyslexia. However, DL tech-
niques demand limited features for generating the outcome. 
Recently, convolutional neural networks (CNNs) have been 
widely used to build lightweight applications for image clas-
sification (Gunawan et al., 2018; Ahlawat et al., 2020; Jasira 
and Laila, 2023). Furthermore, there is a lack of research on 
learning disabilities and DDSs. Therefore, the authors intend 
to develop a DL-based DDS using handwritten images.

The contributions of the proposed study are:
•	 A feature extraction technique for generating features 

from handwritten images.
•	 A lightweight application for classifying the handwritten 

images for detecting DC.
•	 Evaluating the performance of the proposed detection 

model using the benchmark dataset and its baseline 
models.

The remaining part of the study is organized as follows: the 
Literature Review section presents the existing techniques 
for identifying learning disabilities. The proposed research 
methodology is discussed in the Materials and Methods 
 section. The Results section offers the outcome of the exper-
imental analysis. The features and limitations of the pro-
posed study are presented in the Discussion section. Finally, 
the Conclusion section concludes the study with its future 
direction.

LITERATURE REVIEW

Recently, researchers have focused on implementing 
AI-based applications in education (Drotár and Dobeš, 2020; 
Aldakhil et al., 2023; Poch et al., 2023). According to the 
existing studies, AI tools can be effectively integrated into the 
classroom (Hamid et al., 2018; Khan et al., 2018; Isa et al., 
2019; Irwin et al., 2021; People with Disabilities, 2022). 
The integration of AI into education has opened up new 
trends that necessitate the development of novel approaches 
to teaching and learning processes. Over the past decade, 
several studies have examined the practical application of 
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AI and computer tools to enhance the education of chil-
dren with learning disabilities (Alqahtani et al., 2023). The 
implementation of ML-based diagnosis of dyslexia has been 
the subject of recent studies (Poch et al., 2023). In a study 
(Rello et al., 2018), multiple aspects of dyslexia prediction 
using ML strategies and image-processing techniques were 
explored. In addition, most studies employed ML methods 
to identify dyslexia by developing assessments and tools 
for assisting DC. Using dyslexic datasets, researchers have 
proposed ML algorithms for predicting dyslexia in chil-
dren (Hamid et al., 2018; Khan et al., 2018; Isa et al., 2019; 
Alqahtani et al., 2023; Poch et al., 2023). Healthcare and 
educational organizations and specifically designed games 
may offer these types of datasets.

Handwritten images are crucial in identifying dyslexia. 
These images can uncover minor patterns and variances to 
identify dyslexic characteristics. Researchers and practi-
tioners can use these images to recognize specific aspects 
of dyslexic handwriting, such as skewed alignment, variable 
letter size, and irregular spacing. Handwritten samples can 
enhance the precision and efficiency of DL-based dyslexia 
identification, facilitating quick interventions and assistance 
for those affected by this problem. Compared to the exist-
ing methods, handwritten image-based dyslexia identifica-
tion is unique due to its emphasis on capturing the distinct 
features of the individual’s handwriting. Handwritten image 
analysis offers a direct and objective evaluation compared 
to  conventional approaches that rely on standardized tests 
or questionnaires. The alternative methods, including oral 
examinations or neuroimaging, focus on distinct facets 
of cognitive or neuro logical activities. Handwriting anal-
ysis provides a pragmatic, noninvasive, and economical 
approach, making it ideal for broad screening and early 
detection of dyslexia. It enhances other diagnostic proce-
dures, offering a thorough image of an individual’s cognitive 
profile and enabling extensive therapeutic strategies.

Researchers have developed multiple strategies utiliz-
ing various datasets to identify and categorize dyslexia and 
associated indicators (Spoon et al., 2019). Dyslexia predic-
tion techniques utilize eye tracking, brain imaging, electro-
encephalogram (EEG) test results, and handwritten images 
(Rosli et al., 2021). The participants’ academic success, 
intelligence level, phonological processing, reading abil-
ity, and vocabulary growth were assessed using standard-
ized psychoeducational assessments. In recent years, there 
has been a significant increase in the application of classic 
ML techniques and DL algorithms to the problem of iden-
tifying dyslexia and associated biomarkers (Sasidhar et al., 
2022). Multiple models have been used to detect and clas-
sify dyslexia over time and space, including the support 
vector machine (SVM), artificial neural networks, decision 
trees, Naive Bayes, k-nearest neighbor, and CNN models 
(Sasidhar et al., 2022).

Deep neural networks integrate artificial neurons as part 
of their object-detecting processes. These synthetic neurons 
function in much the same way as the neurons in a human 
brain. Object detection is the process of identifying and 
locating images that contain classified elements (Gunawan 
et al., 2018). High-speed graphics processing units and 
streamlined algorithms are employed to recognize and 

categorize various patterns in an image. Khan et al. (2018) 
developed three modules for detecting learning disabilities. 
The first module is used to identify the symptoms of dys-
lexia among children. The second module classified normal 
and DC using the textual data. The third module is a statis-
tical tool for research scholars to analyze the textual data. 
Likewise, Rello et al. (2018) proposed an online game using 
an SVM for detecting DC. Using the online game, they gath-
ered data from 267 children and built a statistical tool for 
analyzing the data.

Hamid et al. (2018) developed an adaptive learning model 
for supporting DC. They employed the frontal view images of 
30 students to build the bag of features’ image classification. 
Similarly, Spoon et al. (2019) developed a CNN-based screen-
ing model for detecting dyslexia. They trained their model 
using two datasets of handwritten images. Rosli et al. (2021) 
proposed a CNN model using the transfer learning technique. 
They used the Le-Net-5 model to recognize the handwritten 
images. Furthermore, Saqib et al. (2022) proposed a model for 
identifying the handwritten characters and digits.

Alqahtani et al. (2023) conducted a review of DL applica-
tions for DDSs. The review outcome suggested that hyperpa-
rameter optimization plays a vital role in detecting dyslexia. 
In addition, the CNN models demand huge computational 
resources to produce an optimal outcome. Sasidhar et al. 
(2022) proposed a residual network (ResNet) for classifying 
the handwritten images. They applied data augmentation and 
preprocessing procedures for extracting features.

The datasets, including dyslexia biomarkers, offer oppor-
tunities for developers to build a highly accurate system for 
predicting dyslexia (Sasidhar et al., 2022). However, these 
datasets contain a few groups of individuals. In addition, 
collecting and preprocessing the biomarkers requires a lot 
of time. In recent times, researchers have employed hand-
written images to identify dyslexia. DC face challenges in 
generating characters and words. As a result, they generate 
characters in the reversed position. Table 1 presents the fea-
tures and limitations of the existing literature.

There is a knowledge gap in the DDS literature. The 
existing DDS demands a huge computation cost for gen-
erating a reasonable outcome. There is a lack of effective 
feature extraction techniques for improving image classifi-
cation accuracy. As a result, an integrated framework cover-
ing image preprocessing and classification is necessary for 
developing the DDS.

MATERIALS AND METHODS

In this study, the authors propose a DL-based DDS for iden-
tifying DC. The handwritten images are used to evaluate the 
performance of the DDS. The proposed DDS includes (i) an 
image preprocess module, (ii) a feature extraction module, 
and (iii) an image classification module. Figure 1 outlines the 
proposed DDS. The image preprocessing module enhances 
the image quality. In addition, the images are transformed 
into a specific size in order to support the CNN model.

In order to effectively localize objects, you only look 
once (YOLO) directly predicts bounding boxes and class 
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probabilities. It can identify a wide variety of objects in a 
single image. MobileNet V2 reliably acquires input data 
features, making it suited for computational, memory, and 
power-intensive applications. The integration of YOLO with 
MobileNet V2 can have a substantial impact on accom-
plishing real-time object detection on devices with limited 
resources. Integrating YOLO’s effectiveness in object iden-
tification and MobileNet V2’s lightweight architecture ena-
bles effective deployment in mobile and edge settings. In 
addition, the integration supports the Internet of Things and 
edge computing applications that require efficient and accu-
rate computer vision models. In the feature extraction mod-
ule, you only look once—version 7 (YOLO V7). The YOLO 

V7 technique (Rosli et al., 2021) is used for extracting the 
features and generating the feature maps. The feature maps 
are processed by the MobileNet V2 + single shot detection 
(SSD) (Chiu et al., 2020) lite model to classify the handwrit-
ten images. Finally, the evaluation metrics and the baseline 
models of the handwritten images are applied to evaluate the 
performance of the proposed DDS.

Data acquisition

In order to evaluate the proposed model, the authors utilized 
the publicly available dataset (Kaggle, 2019). The dataset 

Figure 1: The proposed framework.

Table 1: Characteristics of the existing literature.

Authors  Methods  Features  Limitations
Khan et al. 
(2018)

 ML-based text classifier  Offered three modules for DC  The study’s outcome was based on the 
 student’s test scores

Rello et al. 
(2018)

 SVM-based DDSs  Conducted an online game for 
data collection and analysis

 The gaming environment requires specialized 
hardware and software applications

Hamid et al. 
(2018)

 Adaptive learning 
model

 Employed the frontal view 
images

 A bag of features demands a huge computa-
tion cost for feature extraction

Spoon et al. 
(2019)

 CNN with transfer 
learning

 Applied two datasets of the 
handwritten images

 The limitation of CNN may affect the perfor-
mance of the DDS

Rosli et al. 
(2021)

 CNN  Applied Le-Net-5 model for 
the image classification

 CNN models demand substantial computa-
tional resources

Nazmal et al. 
(2022)

 CNN  Classification of characters 
and digits

 Evaluated the performance of the DDS using 
a smaller dataset

Sasidhar et al. 
(2022)

 ResNet-50  Classified the handwritten 
images using ResNet models

 Achieved an accuracy of 97.6%

Abbreviations: CNN, convolutional neural network; DC, dyslexic children; DDS, dyslexia detection system; ML, machine learning; ResNet, 
residual network; SVM, support vector machine.
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comprises three types of images: normal, reversal, and cor-
rected. The major part of the dataset is based on the National 
Institute of Standards and Technologies repository (NIST, 
2019). The dataset providers obtained ethical approval from 
the Seberang Jaya Primary School, Penang, Malaysia, to 
employ the images for automating the Dyslexia Detection 
(DD). In order to achieve the diversity of the images, they 
extracted images from the repository (Patel, 2017) and 
integrated them with the dataset. In this study, the authors 
employed normal and reversed handwritten images in order 
to train the model to classify the images. Table 2 shows 
the characteristics of the dataset. The sample images of the 
dataset are shown in Figure 2.

Data preprocessing

The dataset contains low-quality images. It may affect the 
performance of the proposed framework. In addition, the 
irregular shapes of the images may reduce the classifica-
tion accuracy. Let D be the dataset, and I be the handwritten 
image. Equation 1 outlines the process of enhancing the con-
trast of the images.

 � � � �� �
�� �1 1

( ) ( )
n n

i ii i
D E D CLAHE I  (1)

where i is the specific image, n is the total number of images, 
and CLAHE is the contrast-limited adaptive histogram equal-
ization function for improving the image quality. Finally, the 
images are reshaped into 512 × 512 pixels.

Furthermore, the authors applied image normalization and 
augmentation techniques to improve the accuracy of the pro-
posed DD model.

YOLO V7—feature extraction

YOLO V7 is one of the single-stage object detection tech-
niques. The authors employ the YOLO V7 technique to 

improve the feature extraction process. The YOLO V7 tech-
nique follows the extended efficient layer aggregation. It 
uses nine anchor boxes for identifying the objects in differ-
ent sizes. In addition, it processes the image at 155 frames 
per second. The label assigner mechanism compares the 
predicted outcome with the ground truth labels. Let f

m
 be 

the feature map, and E
f
 be the extracted features. Equation 2 

shows the feature map extraction.

 
�
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n
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where n is the number of images (I), and YOLO_V7 is the 
feature extraction function.

MobileNet V2 + SSD lite—image 
 classification

The MobileNet models are widely applied for developing 
mobile and embedded vision applications. The reduced 
design of these models leverages depth-separable convo-
lutions for building lightweight deep neural networks. As 
a result, regular convolution can be subdivided into the 
smaller depth convolution and the more significant point 
convolution. A dedicated filter is used for each input chan-
nel. The point convolution concatenates the depth con-
volution outputs into a 1 × 1 convolution. However, the 
depth-separable convolution separates the filtering and 
combining processes into a single layer. This decomposi-
tion significantly reduces the size of the calculation and the 
model. The MobileNet model uses ReLu, depthwise, and 
pointwise convolution for processing the features using the 
linear combinations of the input channels. Equations 3-5 
represent the processes of image classifications using the 
three layers.

 � � �
1

1 1 2 ( )fm hXwI Conv d ReLu f  (3)

 � � �
2 1

3 3 ( )fm fmI dwise ReLu I  (4)

 � �
3 2

1 1 2 ( )fm fmI linear Conv d I  (5)

where 
1fmI ,

2
 fmI , and 

3fmI  are the intermediate image fea-
tures, and f

hXw
 is the feature with a particular height (h) and 

width (w).
Figure 3 shows the architecture of the MobileNet V2 − 

SSD lite for classifying the handwritten images. The 
extracted features are integrated as a feature map. The fea-
ture pyramid network of the MobileNet V2 − SSD lite is 
used to improve the classification accuracy. A 1 × 1 convo-
lution layer normalizes the number of channels for each fea-
ture map. Furthermore, expansion factor, output channels, 
stride, and 3 × 3 kernels are employed for spatial convolu-
tion. Lastly, the Adam optimizer (AO) fine-tunes the hyper-
parameters of the MobileNet V2 − SSD lite.

Equation 7 shows the output generation using the Softmax 
function.

 = 3 2 1(( ( ( ) )))( )  mout Softmax FCL ReLu FCL FCL f  (6)

Table 2: Dataset characteristics.

Classes  Train set  Test set
Normal  39,334  19,557
Reversal  46,781  17,882
Corrected  65,534  19,284

Figure 2: Normal and reversed handwritten images.
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where out is the classification outcome; Softmax and ReLu 
are the normalized exponential function and nonlinear action 
functions; FCL

1
, FCL

2
, and FCL

3
 are the fully connected 

layers.

Evaluation metrics

The authors employed the benchmark metrics for evaluat-
ing the performance of the DDS. The accuracy metric out-
lines the classification efficiency of the DDS. It is calculated 
using the Jaccard index, or Intersection over Union (IoU). 
IoU is determined by dividing the overlap between the 
expected detection and its ground truth by their connection 
area. This method is used on each image in the test dataset to 
provide a median IoU value. The precision in target identifi-
cation is the fraction of correct predictions as a percentage of 
total predictions. In contrast, recall is the proportion of ade-
quately located desired results as a percentage of complete 
predictions. F1-Score is computed using the precision and 
recall. In addition, mean average accuracy (MAP) and mean 
intersection over union (mIoU) are used to evaluate object 
identification accuracy and speed.

RESULTS

The authors evaluated the proposed DDS using the handwrit-
ten images dataset available in the repository (Kaggle, 2019). 
The dataset is divided into train (70%) and test (30%) sets. 
The MobileNet V2 + SSD lite is implemented using Python 
3.8.3, Windows 10 Professional, Core i7 processor, and 
NVIDIA GTX 1050 Ti. The authors employed the same train 
and test sets for the experiments. The preprocessing module 
was implemented in Python 3.8.3. YOLO V7 was built using 
the source code (Wang et al., 2023). The AO was used to 
optimize the MobileNet V2 + SSD lite parameters. The batch 
sizes of 9 and 250 epochs were used to train the DDS. Table 2 
reveals the performance of the proposed framework. During 
the training phase, the framework identified the crucial fea-
tures for classifying the handwritten images. In addition, 
YOLO V7 played a significant role in extracting effective 
features. Furthermore, the proposed framework achieved an 
average accuracy of 99.2 during the testing phase. Figure 4 
reveals the performance outcome of the proposed framework. 
Table 3 presents the findings of the performance analysis.

Table 4 highlights the outcome of the ablation study. 
MobileNet V2 achieved an accuracy, precision, recall, 

Figure 3: The architecture of the MobileNet V2 − SSD lite-based image classification. Abbreviation: SSD, single shot detection.

Table 3: Outcome of the performance analysis.

Methods  Precision  Recall  F1-Score  Accuracy  MAP  mIoU
Training
 Normal  96.5  96.8  96.6  97.5  98.5  82.1
 Abnormal  97.1  97.3  97.2  96.8  98.1  84.3
 Average  96.8  97.0  96.9  97.1  98.3  83.2
Testing
 Normal  97.5  96.9  97.2  99.1  97.2  88.2
 Abnormal  98.3  97.8  98.0  99.3  98.1  89.1
 Average  97.9  97.3  97.6  99.2  97.6  88.6

Abbreviations: MAP, mean average accuracy; mIoU, mean intersection over union.



Y. Alkhurayyif and A.R.W. Sait: Deep Learning-Based Model for Detecting Dyslexia 95

Journal of Disability Research  2023

F1-Score, and MAP of 97.1, 96.7, 96.8, 96.7, and 96.5. 
However, the results were improved by integrating SSD lite 
with the MobileNet V2 model. Furthermore, the hyperpa-
rameter optimization of MobileNet V2 + SSD lite yielded a 
superior outcome.

Table 5 outlines the results of the comparative 
 analysis. Integrating YOLO V7 and SSD lite enabled the 
 suggested framework to achieve an optimal outcome. The 
 proposed DDS outperformed the existing frameworks. 
Figure 5  highlights the comparative analysis outcome of 
the DDSs.

Table 6 reveals the strategies and computation time for 
identifying normal and abnormal handwritten images. The 
proposed DDS required a few parameters and Floating point 
operations (FLOPs) for classifying the images. The light-
weight MobileNet V2 supported the proposed framework 
to produce a superior outcome with limited computational 
resources.

DISCUSSION

In this study, the authors developed a DL-based detection 
system for supporting healthcare professionals to identify 
children with learning disabilities. Initially, the handwrit-
ten images were preprocessed to improve their quality. In 
addition, YOLO V7 was used to extract the features. The 
MobileNet V2 model was applied to classify the images into 
normal and abnormal classes. The authors fine-tuned the 
MobileNet parameters using the AO.

The suggested DDS offers an effective environment for 
educational institutions and healthcare centers to identify 
DC. The proposed feature extraction technique extracts the 
crucial patterns for finding dyslexia from the handwritten 
images. The lightweight application can be implemented in 
remote locations across the KSA. The developers can build 
a mobile application using the framework. Furthermore, the 

Figure 4: The performance analysis outcome.

Table 4: Outcome of the ablation study.

Methods  Precision  Recall  F1-Score  Accuracy  MAP  mIoU
MobileNet V2  96.7  96.8  96.7  97.1  96.5  79.1
MobileNet V2 + SSD lite  97.3  97.2  97.2  98.2  97.3  82.3
AO + MobileNet V2 + SSD lite  97.9  97.3  97.6  99.2  97.6  88.6

Abbreviations: MAP, mean average accuracy; mIoU, mean intersection over union.

Table 5: Outcome of the comparative analysis.

Methods  Precision  Recall  F1-Score  Accuracy  MAP  mIoU
Proposed framework  97.9  97.3  97.6  99.2  97.6  88.6
Rello et al. model  97.2  96.8  97.0  95.3  96.7  74.1
Spoon et al. model  96.5  96.7  96.6  96.4  97.8  65.2
Rosli et al. model  98.1  97.2  97.6  97.8  98.3  78.7
Saqib et al. model  99.2  98.7  98.9  99.3  98.1  69.2
Sasidhar et al. model  98.3  98.1  98.2  97.6  97.4  56.3

Abbreviations: MAP, mean average accuracy; mIoU, mean intersection over union.
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authors applied the AO to optimize the performance of the 
proposed DDS. The study’s outcome highlighted that the 
proposed framework produced a superior outcome compared 
to the state-of-the-art technique. The proposed framework 
overcomes the existing challenges, including high compu-
tation time and larger datasets. It achieved an exceptional 
accuracy score of 99.2%. The study’s findings indicated the 
reliability of the proposed DDS in detecting dyslexia. The 
suggested framework can support the educational organiza-
tion in finding dyslexia at the earlier stages.

Rello et al. (2018) achieved an average accuracy of 97.8% 
in predicting dyslexia. They employed language skills, work-
ing memory, executive functions, and perceptual process 
data. The study demanded a lot of time to process the enor-
mous volume of data. In contrast, our proposed model gen-
erated the outcome with less computational cost. Similarly, 
Hamid et al. (2018) obtained an average accuracy of 97.8% 
in classifying the frontal view images of DC. On the other 
hand, our proposed model applied handwritten images to 
identify dyslexia. Moreover, it achieved an average accuracy 

of 99.2% in classifying the normal and abnormal handwrit-
ten images, respectively.

Spoon et al. (2019) employed optical character recogni-
tion to convert the transcripts into images. They built the 
CNN model and evaluated it using fivefold crossvalidation. 
The model achieved an average accuracy of 55.7 ± 1.4% 
on the larger dataset and obtained an average accuracy of 
96.4%. However, this study’s proposed model outperformed 
the Spoon et al. model by achieving 99.2%. Moreover, the 
application is lightweight and can be implemented as a 
mobile application. Thus, it can be employed in remote loca-
tions across the globe.

Rosli et al.’s (2021) model applied Le-Net-5 for iden-
tifying dyslexia. They achieved a classification accuracy 
of 95.34%. Again, our model outperformed Rosli et al.’s 
model with a limited computation cost. Nazmal et al.’s 
(2022) model obtained an accuracy of 99.5% with a high 
computation cost. Likewise, Sasidhar et al. (2022) achieved 
an average accuracy of 97.6 using the ResNet-50 model. 
The ResNet models require a huge memory for storing the 

Figure 5: The comparative analysis outcome.

Table 6: Parameters and computational time.

Methods  Parameters (M)  CPU speed (ms)  FLOPs (G)  FPS  Testing time (seconds)  Loss
Proposed framework  4.2  77  8.1  103  0.7  0.235
Rello et al. model  6.4  142  7.5  64  1.2  0.312
Spoon et al. model  7.2  164  6.9  72  1.5  0.301
Rosli et al. model  5.2  118  7.1  84  0.9  0.225
Saqib et al. model  6.1  99  7.4  87  0.9  0.242
Sasidhar et al. model  12.4  128  9.4  86  1.8  0.286

Abbreviations: G, giga; M, millions; ms, microseconds; CPU, Central Processing Unit; FLOPs, Floating point operations; FPS, Frame per 
second.
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parameters and weights. In contrast, the proposed model 
generated a superior outcome using a practical feature 
extraction approach.

Handwritten images offer a concrete and behavior-based 
evaluation and can be used as a practical tool for detecting 
dyslexia or dysgraphia. EEG examines brain activity and 
can reveal cognitive processes. However, it may not be spe-
cific to dyslexia. The handwritten images are noninvasive 
and can be collected in any environmental setting. The pro-
posed model aimed to build a model for supporting the edu-
cational and healthcare centers in detecting dyslexia in the 
earlier stages. Compared to EEG and functional magnetic 
resonance imaging images, the handwritten images are read-
ily available and can be easily collected from individuals. 
In addition, the proposed DD model analyzes handwritten 
images to identify distinct dyslexia characteristics in motor 
skills and spatial perception. The physical representation of 
writing activities like letter formation and spacing facilitates 
straightforward diagnosis and intervention. Furthermore, 
the proposed model can be employed for early screening 
in educational settings due to its noninvasiveness and sim-
plicity, allowing prompt treatment for individuals with dys-
lexia. The NIST’s special dataset covers diverse handwritten 
images in digital form. The dataset diversity supports the 
proposed model to identify dyslexia in real time. The authors 
employed the CNN model that can extract crucial patterns of 
dyslexia in a real-time setting. The proposed model can be 
implemented in mobile or edge devices, which can support 
educational institutions or healthcare centers to cover a mas-
sive number of the population. The authors fine-tuned the 
proposed model using regularization techniques to prevent 
data overfitting. In addition, they used hyperparameter opti-
mization techniques to improve the generalizability of the 
proposed model in the real-time dataset. Online educational 
platforms can deploy the proposed model to detect dyslexia 
by capturing the individual’s handwriting.

The proposed DD model streamlines the detection of dys-
lexia or dysgraphia using handwritten images. The authors 
faced challenges during the development of the DD model. 
The images were highly complex due to the unique charac-
ter formation and spaces. The potential smudges reduced the 
image clarity and affected the feature extraction. In addition, 
the orientation and skewness of the handwritten characters 
caused challenges in identifying the characters. The dataset 
encompasses diverse images that were collected from three 
repositories. Thus, the images were in different sizes and 
resolutions. The authors applied normalization techniques to 
overcome the limitations. The MobileNet V2 model required 
extended training to identify the fundamental patterns of the 
images. The limitations of the proposed model are detect-
ing specific forms of dyslexia and a limited number of lay-
ers in the MobileNet V2 model. The proposed DD model is 

capable of detecting phonological dyslexia, which is a devel-
opmental form of dyslexia. The experimental results were 
based on a single dataset. The results may vary in real-time 
applications. Additional training time is required to improve 
the efficiency of the proposed DDS. The MobileNet V2 
architecture was constructed using a limited number of con-
volution layers. As a result, the proposed DDS performance 
may differ in the larger datasets. In the future, the proposed 
model can be extended to detect acquired forms of dyslexia 
using biomedical images.

CONCLUSION

Dyslexia is one of the critical disabilities that affect the 
human’s neural system. The earlier detection of dyslexia can 
assist educational institutions in rendering an effective learn-
ing environment for DC. The study intended to build a frame-
work for detecting dyslexia using handwritten images. The 
proposed framework included three models: image preproc-
essing, YOLO V7-based feature extraction, and MobileNet 
V2 − SSD lite-based image classification. The YOLO V7 
technique enabled the proposed framework to detect crucial 
patterns with limited computing resources. In addition, the 
MobileNet V2 − SSD lite model is a lightweight CNN model 
that supports the proposed DDS to produce high-quality out-
comes. The authors evaluated the performance of the pro-
posed DDS using the dyslexia dataset. The proposed model 
achieved a superior mIoU of 88.6, which is higher than the 
existing models. The study findings showed that the pro-
posed DDS had an excellent outcome than the baseline mod-
els. It revealed that the proposed DDS can be deployed as a 
real-time mobile application for identifying DC. However, 
the proposed framework demands additional training time to 
learn the abnormalities in the images of the larger datasets. 
Furthermore, the suggested framework can be extended to 
classify biomedical images to detect dyslexia.
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