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Abstract

Statistical analysis is critical in medical research. The objective of this article is to summarize the appropriate use 
and reporting of commonly used statistical methods in medical research, on the basis of existing statistical guidelines 
and the authors’ experience in reviewing manuscripts, to provide recommendations for statistical applications and 
reporting.
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Introduction

In medical research, statistical analysis is essential, 
and it involves two aspects: correct application of 
statistical methods, and correct presentation of sta-
tistical results. The former ensures the reliability 
of results [1–3], and the latter is equally important 
in the publication of articles. Non-standard results 
may not clearly express the authors’ intentions and 
may increase the difficulty of future utilization of 
articles by researchers.

Although many methods for medical statistical 
analysis exist, clinical studies commonly use com-
parisons of multiple groups (such as t test, analysis 
of variance (ANOVA) or chi-square test), correla-
tion analysis and regression analysis (such as linear 
regression or logistic regression) [4–7]. Although 
these methods are not complicated, they are among 
the most error-prone in practical applications. Many 
suggestions or guidelines have been made regard-
ing statistical reports [8–12], primarily in scientific 
research design and data preprocessing, such as 
population selection, variable selection, randomi-
zation and outliers. In contrast to previous studies, 
this article describes the correct application and 
presentation of statistical results for the compari-
son of multiple groups, correlation analysis, regres-
sion analysis and survival analysis, according to 
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the given study purpose, to provide a reference for 
clinical researchers.

Descriptive Methods

Descriptive Statistics

The most commonly used descriptive statistics for 
quantitative data are the mean, standard deviation, 
median and interquartile range (Q1 for 25th per-
centile and Q3 for 75th percentile). The statistics of 
qualitative data primarily comprises the frequency, 
proportion and rate. For quantitative data, the data 
distribution must be considered. If the data are 
normally distributed, reporting as mean (standard 
deviation, SD) or mean ± SD is recommended. If 
the data do not follow a normal distribution, report-
ing as median (Q1–Q3) is recommended, e.g., 135 
(128–143).

Reporting Descriptive Statistics

The general tabular form for statistical description 
is shown in Table 1 [13].

The following aspects must be emphasized for 
statistical descriptions:

(1)	 Basic principles of the statistical description 
table: First, the group factor is usually used as 
the column head, and the characteristics being 
compared are listed in the leftmost column of 
the table (stub column), because many baseline 
characteristics are usually present. Second, the 
corresponding units of measurement (such as 
ng/ml or age) should be listed for the differ-
ent variables. Providing this information is 
particularly important for variables with mul-
tiple units of measurement. Third, any further 
explanation, if required, is usually indicated 
at the bottom of the table. For example, Table 
1 may state why the sum of percentages does 
not equal 100%. Fourth, the number of cases 
in each group should be listed in the table. 
If the number of missing cases varies among 
variables, the number of missing cases should 
be listed for each variable. Fifth, if two very 
clear classifications of categorical variables 
are present, and one of them is of greater inter-
est, only one type of data may be listed. For 
example, the variable of previous conception 
in Table 1 is divided into yes and no, and only 
the frequency with the percentage of the yes 
category is listed.

Table 1  Characteristics of the Participants at Baseline†.

Characteristic  
 

Group 1 (n = 1077)  
 

Group 2 (n = 1080)

No. of patients*   Value No. of patients*   Value

Age, yr     28.5 ± 3.0     28.4 ± 3.1
BMI     22.0 ± 3.0   1079   22.2 ± 3.1
Blood pressure, mm Hg        
  Systolic     118.6 ± 11.9     118.4 ± 12.4
  Diastolic     73.0 ± 8.3     72.7 ± 8.4
Fertility history        
  Duration of attempt to conceive, yr     3.4 ± 2.0   1079   3.4 ± 2.1
  Previous conception, no.(%)     368(34.2)     399(36.9)
  Indications for IVF, no.(%)#        
    Tubal factor     665(61.7)     660(61.1)
    Male factor     277(25.7)     280(25.9)
    Combined factors     135(12.5)     140(13.0)
Total testosterone, ng/ml   1038   0.28 ± 0.13   1036   0.28 ± 0.14

†Plus–minus values are means ± SD. No significant differences were observed between groups (P  >  0.05) in any baseline char-
acteristics.
*The number of patients included in each analysis is provided if it differs from the total number in the trial group.
#The total percentage of classified variables may not be 100%, owing to rounding in the calculation.
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(2)	 How many decimal places should be retained 
for quantitative data? No clear rules exist 
regarding this issue. For example, the Statisti-
cal Analyses and Methods in the Published Lit-
erature (SAMPL) guidelines [14] recommend 
rounding to a reasonable extent for ease of com-
prehension and simplicity. The European Asso-
ciation of Science Editors (EASE) guidelines 
[15] recommend providing numbers with two 
to three effective digits. Habibzadeh has pro-
vided additional suggestions [16]: the precision 
for reporting of each statistic depends on how 
that statistic is derived; moreover, the number 
of decimal places reported for the mean, SD, 
median and IQR in scientific reports should not 
exceed that of the precision of the measurement 
in the raw data. We recommend following this 
suggestion, such that the number of decimal 
places depends on the accuracy of the original 
data. For example, if the measurement precision 
of a red blood cell count is one digit after the 
decimal point, and the hemoglobin level is an 
integer, the following could be reported: “the 
mean (standard deviation) red blood cell count 
is 4.7 (0.4)  ×  1012/L, and the mean (standard 
deviation) hemoglobin is 136 (12) g/L.”

(3)	 How many decimal places should be reported 
for percentages? In most cases, percentages 
can be reported with one decimal place, and 
two decimals can be used for the main vari-
ables of interest. If the number of cases in 
the denominator is less than 100, the percent-
age has been recommended to be reported 
as an integer without retaining the decimal 
point [17, 18]. For example, if 20 of 80 peo-
ple were positive, the data can be reported as 
follows: “20 (25%) of 80 people had positive 
outcomes.” When the denominator is less than 
100 cases, the change range is greater than 1% 
for each increase or decrease in the number of 
cases in the numerator.

(4)	 For percentage reporting, first, if the total num-
ber of cases is too small (e.g., the denominator is 
less than 20), some articles have recommended 
not reporting percentages at all, because they 
can easily be misleading [19,  20]. For exam-
ple, if six of ten cases are effective, the con-
clusion that “60% of cases are effective” is not 
convincing. Reporting the percentage together 
with the number of cases or 95% confidence 
interval (CI) is added and conclusions should 
be drawn carefully. Second, if the reporting rate 
is the main research focus, reporting the 95% 
CI is recommended, to reflect the precision of 
the results. If only the rate is reported, the infor-
mation provided is insufficient. For example, 
for the same incidence rate of 30%, the 95% 
CI for 30 of 100 cases is 21–39%, and that for 
3000 of 10000 cases is 29.1–30.9%. The preci-
sion of the two results differs by 10 fold.

(5)	 Must statistics and P values be reported for 
baseline comparisons? The requirements 
depend on the study design. For randomized 
controlled trials, reporting P values is not rec-
ommended, because such trials are randomly 
grouped, and randomization ensures that any 
differences between groups are by definition 
due to chance. In this case, statistical analy-
sis is unnecessary and illogical [21–24]. For 
observational studies, however, owing to the 
lack of randomization, group differences may 
occur because of the selection of cases or 
exposures. Therefore, statistical analysis can 
be performed, and the statistics and P values 
can be reported.

(6)	 How should the percentage of classified vari-
ables be presented? The percentages of cate-
gorical variables are usually displayed in two 
ways (as shown in Table 2), which convey 
different meanings. In Table 2, when the total 
amount of the row is 100%, the incidence rate 
in men and women is emphasized. When the 

Table 2  Two Ways to Present Percentages.

Gender Total of row is 100% Total of column is 100%

Case Control Case Control

Male 26 (49.1%) 27 (50.9%) 26 (48.2%) 27 (64.3%)
Female 28 (65.1%) 15 (34.9%) 28 (51.8%) 15 (35.7%)
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total of the column is 100%, the data indicate 
the proportions of men and women in the case 
and control groups.

The general principle for displaying percentages is 
that the total percentage for each group variable is 
100%. As shown in Table 2, if gender is used as 
a group variable, the total percentage for each row 
should be 100%. If the outcome (case or control) 
is the group variable, the total percentage of each 
column should be 100%.

Methods for Comparison of Groups

The comparison of groups can be used not only 
for the main research variables but also for the 
baseline characteristics. In experimental studies, 
cohort studies, case-control studies and cross-
sectional surveys, comparison of groups can be 
used according to different purposes, and the 
meaning of the groups in various study types dif-
fers [25–27]. In experimental studies, the groups 
are usually intervention and non-intervention 
groups; in cohort studies, the groups are usually 
exposed and non-exposed groups; and in case-
control studies, the groups are case and control 
groups.

Introduction to Methods

A variety of methods can be used for the compari-
son of groups [28]. Common methods and applica-
tions are shown in Table 3.

Presentation of Results

In most cases, because more than one research vari-
able is compared between groups, the variables are 
listed in the leftmost column of the table, and the 
group variable is displayed as a column spanner, as 
shown in Table 4.

Correlation Analysis

Methods for Correlation Analysias

The use of correlation coefficients depends on the 
data type and data distribution [29–31]. In general, 
the Pearson correlation coefficient can be used for 
quantitative data conforming to a normal distribu-
tion; Spearman correlation can be used for quantita-
tive data that do not follow a normal distribution. 
The correlation analysis between two nominal vari-
ables can be described by, e.g., the Pearson contin-
gency coefficient or phi coefficient. The correlation 
between ordinal variables can be described by, e.g., 
the Kendall correlation coefficient or Spearman 
correlation coefficient.

Correlation Reporting

In cases with only several variables, reporting the 
mean, SD, correlation coefficient and 95% CI is 
recommended (Table 5). If many variables are pre-
sent, the mean and SD may not be listed, but report-
ing the correlation coefficient and 95% CI, instead 
of the correlation coefficient and P value, is recom-
mended. Reporting values to two decimal places is 

Table 3  Descriptive Statistics and Methods for Comparing Multiple Groups.

Data Descriptive statistics Methods for comparison of groups

Quantitative data
  Normal distribution Mean (SD) t test for two groups (t statistic); ANOVA for multiple groups  

(F statistic)
  Non-normal distribution Median (Q1–Q3) Wilcoxon rank sum test for two groups (Z statistic); Kruskal-Wallis 

rank sum test for multiple groups (χ2 statistic)
Qualitative data
  Binary Frequency (percentage) χ2 test or Fisher’s exact test (χ2 statistic)
  Nominal Frequency (percentage) χ2 test or Fisher’s exact test (χ2 statistic)
  Ordinal Frequency (percentage) Wilcoxon rank sum test for two groups (Z statistic); Kruskal-Wallis 

rank sum test for multiple groups (χ2 statistic)
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recommended for the correlation coefficient and its 
95% CI.

When describing correlation analysis results, 
directly reporting the correlation coefficient is rec-
ommended, without subjectively describing the 
correlation as high, moderate or low. For example, 
“the correlation coefficient between OAI and AHI 
is 0.67 (0.62–0.71)” is recommended rather than 
“there is a high correlation between OAI and AHI.”

Regression Analysis

In medical research, regression analysis is com-
monly used in three applications [32]: (1) exploring 
risk factors, (2) correcting confounding factors and 
(3) establishing predictive models. The commonly 
used regression analysis methods are linear regres-
sion, logistic regression, Poisson regression and 
Cox regression, which correspond to the dependent 
variables for continual data, categorical data, count 
data and survival data, respectively.

Methods and Methodology

Before the application of regression models, the 
relevant assumptions must be met [33]. A linear 
regression model must satisfy the LINE assump-
tion, that is, linearity, independence, normality 
and equal variance; logit regression with ordinal 

outcome must meet the proportional odds assump-
tion; and Cox regression must meet the proportional 
hazards (PH) assumption.

A regression model should report different content 
according to the research purpose [34]. For exam-
ple, for analyses aimed at correcting confounding 
factors, the main research factors and confounding 
factors must be clearly stated. For analyses aimed 
at exploring risk factors, the method for variable 
screening (such as the stepwise regression method 
or optimal subset method) must be explained. For 
analyses aimed at establishing a predictive model, 
the indicators used to reflect the goodness of fit of 
the model must also be explained; these indicators 
may include R-squared, the Akaike information 
criterion, the Bayesian information criterion, root 
mean square error, area under the ROC curve and 
95% CI, specificity or sensitivity.

Presentation of Results

In linear regression analysis, the parameter estima-
tion and its 95% CI, standardized regression coeffi-
cient (preferred if the numerical units of the respec-
tive variables are substantially different), standard 
error, t value and P value must usually be reported. 
If space is limited, reporting at least the parameter 
estimation and its 95% CI, instead of the parameter 
estimation and P value, is recommended. In logistic 

Table 4  Presentation of a Comparison of Two Groups.

  Group 1 (n = n1)   Group 2 (n = n2)   Statistics   P value

Normally distributed variable   Mean (SD)   Mean (SD)   F or t   Actual P value
Non-normally distributed variable   Median (Q1–Q3)   Median (Q1–Q3)   Z or H   Actual P value
Binary variable   Frequency (rate)   Frequency (rate)   χ2   Actual P value
Polytomous variable       χ2 or H   Actual P value
  Class 1   Frequency (percentage)   Frequency (percentage)    
  Class 2   Frequency (percentage)   Frequency (percentage)    
  Class k   Frequency (percentage)   Frequency (percentage)    

Table 5  Mean, SD and Correlation Analysis for Four Variables.

Variable   Mean ± SD   AHI   OAI   OAHI   CAI

AHI   4.08 ± 10.02   –      
OAI   3.01 ± 8.39   0.67(0.62–0.71)   –    
OAHI   2.91 ± 8.08   0.86(0.84–0.88)   0.78(0.75–0.81)   –  
CAI   1.23 ± 2.75   0.17(0.09–0.25)   0.13(0.05–0.22)   0.08( − 0.01 to 0.16)   –
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regression, parameter estimation, standard error, the 
Wald χ2, P value, and odds ratio (OR) with 95% CI 
must usually be reported. If space is limited, report-
ing at least the OR and its 95% CI is recommended. 
The reporting form for Poisson regression and Cox 
regression is similar to that for logistic regression, 
but the OR is substituted by the risk ratio and hazard 
ratio (HR), respectively.

Table 6 and Table 7 show routine reporting of 
linear regression and logistic regression results, 
respectively.

 In a regression model, polytomous variables must 
be noted, such as living status in Table 7. In most 
cases, polytomous variables should be included in 

the form of dummy variables with a pre-specified 
reference category [35], and the comparison results 
between other categories and the reference category 
should be reported. As shown in Table 7, com-
pared with that of living alone (reference category), 
the life satisfaction rating of living with a spouse 
(excluding other families) is 4.262 higher on aver-
age, that of living with family (excluding spouse) 
is 1.946 higher on average, and that of living with 
a spouse and family is 4.748 higher on average. As 
shown in Table 8, compared with that of the  <  35 
year age group, the OR values for cardiovascular 
disease in the 35–55 year age group and  >  55 year 
age group are 3.34 and 3.61, respectively.

Table 6  Results of Linear Regression for Life Satisfaction Rating.

  Parameter 
estimation

  95% CI   Standard 
error

  t value   P value

Age, yr   −0.181   −0.243, −0.118   0.032   −5.73   <0.001
Living status          
  Living alone   Ref        
 � Living with a spouse (excluding other 

family members)
  4.262   1.690, 6.834   1.312   3.25   0.001

  Living with family (excluding spouse)   1.946   −1.066, 4.958   1.537   1.27   0.206
  Living with spouse and family   4.748   2.141, 7.355   1.330   3.57   <0.001
  Social family status rating   3.888   3.418, 4.358   0.240   16.21   <0.001

Table 7  Results of Logistic Regression for Cardiovascular Disease.

  Parameter estimation   Standard error   Wald χ2   P value   OR   95% CI

Age, yr            
   < 35           Ref  
  35–55   1.207   0.427   7.990   0.005   3.34   1.42–7.70
   > 55   1.284   0.423   9.216   0.002   3.61   1.54–8.25
Personal life rating            
   > 2           Ref  
   ≤ 2   1.103   0.104   111.635   <0.001   3.01   2.46–3.69

Table 8  Log-Rank Test for Survival Time.

  Cases   Death (%)   Median survival time (95% CI)   χ2   P value

Gender         0.468   0.494
  Male   106   44(41.5)   3.53(2.03–4.37)    
  Female   231   96(41.6)   4.50(3.83–5.00)    
Dose, mg         1.384   0.501
  250   124   45(36.3)   4.03(2.83–4.63)    
  425–500   198   87(43.9)   4.33(3.53–5.10)    
   > 500   15   8(53.3)   2.87(1.40–14.10)    
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Survival Analysis

Survival analysis is a series of analytic processes 
[36] including description, comparison of groups 
and regression analysis.

Methods and Methodology

For the description of survival data, the survival 
rate and median survival time are usually estimated 
with the Kaplan-Meier method [37]. For compari-
son of groups of survival data, the log-rank test 
and Gehan-Breslow-Wilcoxon test are commonly 
used. The log-rank test, which tends to perform best 
toward the right side of the survival curve, is often 
used when the PH assumption is met [38], whereas 
the Gehan-Breslow-Wilcoxon test, which tends to 
perform best on the left side of the survival curve, is 
the fallback method when the PH assumption fails. 
For regression analysis of survival data, Cox regres-
sion, a semi-parametric method, is widely used, but 
the assumption of PH must be satisfied [39].

When survival analysis methods are introduced 
in an article, the following should be noted. (1) The 
starting time (such as follow-up after surgery) and 
outcome (such as death) should be clearly defined. 
(2) Statistical description indicators, usually the 
median survival time and its 95% CI, should be 
stated. Sometimes the median follow-up time 
may also be stated. (3) The estimation method for 
survival rate, such as the Kaplan-Meier method, 
should be stated. Of note, the Kaplan-Meier method 
is a method for estimating survival, not a statisti-
cal inference method. For example, it can be said 
that “the survival rate is estimated by Kaplan-Meier 
method” or “the Kaplan-Meier survival curve is 
drawn,” but it cannot be said that “the Kaplan-Meier 
method is used to compare the survival curves of 
the two groups.” (4) The method used for statistical 
inference should be stated. For example, the log-
rank test should not be used if a clear intersection 
is present between survival curves. Cox regression 
should meet the PH assumption; otherwise, a non-
PH model should be considered.

Reporting of Results

Statistical Description

The follow-up profile, such as the number of cases 
in each group or the number lost to follow up, 

should be stated. The median survival time and 
its 95% CI should also be reported; for example, 
“the median survival times of the three groups 
were 5.7 (3.7–8.0) months, 7.1 (4.6–7.9) months 
and 7.9 (2.3–13.0) months.” Sometimes, depend-
ing the purpose of the study, the survival rate at a 
fixed time point (95% CI) can also be reported. For 
example, “the 1-year Kaplan Meier survival rates 
in the treatment group and the control group were 
estimated to be 0.677 (0.588–0.766) and 0.206 
(0.173–0.239), respectively.”

Reporting the survival curve of the main analy-
sis indicators (Figure 1) is strongly recommended 
because it can visually indicate the changes in the 
survival rates in two or more groups. If possible, 
the number of people at risk at different follow-up 
times in each group in the survival curve should 
be reported. At the bottom of Figure 1, the num-
ber of risk sets of the three dose groups at 0, 10, 
20 and 30 months is shown. Reporting the 95% 
confidence band is recommended if only one sur-
vival curve is shown. Of note, the survival curve 
corresponds to the confidence band rather than 
the confidence interval. The confidence interval 
is the interval for each time point, and the con-
fidence band is the interval of the entire survival 
function.

Statistical Inference

When comparing survival data between groups, 
the median survival time should be reported if 
only one grouping variable is compared. The 
results of statistical analysis can be stated as text 
in the results, such as “the median survival times 

Figure 1  Survival Curves for Three Groups.
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of the treatment group and the control group are 
280 (159–352) days and 99 (67–151) days, respec-
tively, and the difference between groups is sta-
tistically significant (χ2  =  16.126, P  <  0.001).” If 
multiple grouping variables are present, the results 
of each variable should be displayed in a table, as 
shown in Table 8.

If Cox regression is used for multiple analysis, 
the test output of the PH assumption must first 
be reported to validate that the model is appli-
cable, followed by reporting of the results of the 
regression analysis. For Cox regression, parameter 
estimation, the standard error, Wald χ2, P value,  
HR and its 95% CI must usually be reported. If 
space is limited, reporting at least the HR and its 
95% CI is recommended. The reported results 
of Cox regression multiple analysis are given in 
Table 9.

Summary

We provide a summary of the appropriate appli-
cation and reporting of commonly used statistical 
methods, such as comparison of groups, correlation 
analysis, regression analysis and survival analysis. 
These recommendations do not include all statisti-
cal methods, nor do they establish a comprehensive 
standard. Instead, they are aimed at providing sug-
gestions for clinical researchers, to avoid statisti-
cal application errors in medical articles. No single 
document can cover all statistical methods. Clinical 
researchers should consult a statistician with expe-
rience if necessary.
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Table 9  Results of Cox Regression for Survival Time.

  Parameter estimation   Standard error   Wald χ2   P value   HR   95% CI

Treatment            
  Control           Ref  
  Treatment   −1.000   0.271   13.637   <0.001   0.368   0.216–0.625
Age, yr            
   ≤ 40           Ref  
  41–60   −0.355   0.502   0.500   0.479   0.701   0.262–1.875
   > 60   −0.426   0.502   0.718   0.397   0.653   0.244–1.749
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